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a b s t r a c t

In this paper, we investigate the problem of scheduling precedence-constrained parallel applications on
heterogeneous computing systems (HCSs) like cloud computing infrastructures. This kind of application
was studied and used in many research works. Most of these works propose algorithms to minimize the
completion time (makespan) without paying much attention to energy consumption.

We propose a new parallel bi-objective hybrid genetic algorithm that takes into account, not only
makespan, but also energy consumption.We particularly focus on the island parallelmodel and themulti-
start parallel model. Our new method is based on dynamic voltage scaling (DVS) to minimize energy
consumption.

In terms of energy consumption, the obtained results show that our approach outperforms previous
scheduling methods by a significant margin. In terms of completion time, the obtained schedules are also
shorter than those of other algorithms. Furthermore, our study demonstrates the potential of DVS.

© 2011 Elsevier Inc. All rights reserved.
1. Introduction

Precedence-constrained parallel applications are one of the
most typical application models used in scientific and engineering
fields. Such applications can be deployed on homogeneous or het-
erogeneous systems (HCSs) like cloud computing infrastructures.

Cloud computing is a simple concept that has emerged from
heterogeneous distributed computing, grid computing, utility
computing, and autonomic computing. In cloud computing, end-
users do not own any part of the infrastructure. The end-users
simply use the services available through the cloud computing
paradigm and pay for the used services. The cloud computing
paradigm can offer any conceivable form of services, such as com-
putational resources for high performance computing applications,
web services, social networking, and telecommunications services.
Several criteria determine the quality of the provided service, the
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production cost of this service, and therefore the price paid by the
end-user. The duration of this service (makespan) and the con-
sumed energy are among of these criteria. The idea is to provide
end-users with a more flexible service that takes into account
the duration of the service and the consumed energy. End-users
could then find the right compromise between these two con-
flicting objectives to solve their precedence-constrained parallel
applications.

The problem of finding the right compromise between the
resolution time and the energy consumed of a precedence-
constrained parallel application is a bi-objective optimization
problem. The solution to this problem is a set of Pareto points.
Pareto solutions are those for which improvement in one objective
can only occur with the worsening of at least one other objective.
Thus, instead of a unique solution to the problem, the solution to
a bi-objective problem is a (possibly infinite) set of Pareto points.
To the best of our knowledge, there is no research published in the
literature to solve the above problem with a Pareto approach.

However,manyworks have focusedonprecedence-constrained
parallel applications (e.g., [7,31,25,19]). Most of these works pro-
pose algorithms to minimize the makespan. Only recently have
some works been interested in minimizing the energy consump-
tion (e.g., [13,2,29,30,10,23]).
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Using green IT techniques can significantly reduce an organi-
zation and ultimately a country’s carbon footprint. The UN bought
461 tons of carbon offsets to ensure that the September 2009 Sum-
mit on Climate Change in New York was carbon neutral. Accord-
ing to [3], if green IT techniques were implemented that reduced
the energy use of 10,000 computers in West Virginia by 50%, the
deployment would produce 33 times less carbon in one year than
that produced by the summit. A recent study on power consump-
tion by servers [16] shows that, in 2005, the power used by servers
represented about 0.6% of total US electricity consumption. That
number grows to 1.2% when cooling and auxiliary infrastructures
are included. In the same year, the aggregate electricity bill for op-
erating those servers and associated infrastructure was about $2.7
billion and $7.2 billion for the US and the world, respectively. The
total electricity use for servers doubled over the period 2000–2005
worldwide. The number of transistors integrated into today’s Intel
Itanium 2 processor reaches nearly 1 billion. If this rate continues,
the heat (per square centimeter) produced by future Intel proces-
sors would exceed that of the surface of the sun [15]. This implies
the possibility of worsening system reliability, eventually resulting
in poor system performance.

Due to the importance of energy consumption, various tech-
niques including dynamic voltage scaling (DVS), resource hiber-
nation, and memory optimizations have been investigated and
developed [26]. DVS among these has been proven to be a very
promising technique with its demonstrated capability for energy
savings (e.g., [2,29,10]). For this reason, we adopt this technique
and it is of particular interest to this study. DVS enables proces-
sors to dynamically adjust voltage supply levels (VSLs) aiming to
reduce power consumption. However, this reduction is achieved
at the expense of sacrificing clock frequencies.

In this paper, we investigate the energy issue in task schedul-
ing particularly on HCSs like cloud computing systems. We pro-
pose a new parallel bi-objective hybrid genetic algorithm that
takes into account, not only makespan, but also energy consump-
tion. Our new approach is a hybrid between a multi-objective
parallel genetic algorithmandenergy-conscious schedulingheuris-
tic (ECS) [20]. The results clearly demonstrate the superior per-
formance of ECS over the other algorithms like DBUS [1] and
HEFT [25]. Genetic algorithms make it possible to explore a great
range of potential solutions to a problem. The exploration capabil-
ity of the genetic algorithm and the intensification power of ECS
are complementary. A skillful combination of a metaheuristic with
concepts originating from other types of algorithms lead to more
efficient behavior.

Our algorithm is effective as it profits from the exploration
power of the genetic algorithm, the intensification capability
of ECS, the cooperative approach of the island model, and the
parallelism of the multi-start model. The island model and the
hybridization improve the quality of the obtained results. The
multi-start model reduces the running time of a resolution.
Furthermore, one of the major interests of our approach is to give
the end-user a set of Pareto solutions to choose according to the
desired quality of service, in particular the completion time, and
the cost of the service in terms of energy and consequently in terms
of price willing to pay. The proposed method can easily be applied
to loosely coupled HCSs (e.g., cloud computing systems) using
advance reservation and various sets of frequency–voltage pairs.

Our new approach is evaluated with the Fast Fourier Trans-
formation task graph which is a real-world application. Experi-
ments show that (1) the hybridization improves on average the
best known results obtained in the literature (by 47.5% for the en-
ergy consumption and 12% for the completion time), (2) the island
model significantly improves the results obtained using only the
hybridization, and (3) the multi-start model accelerates our ap-
proach with an average speedup of 13 using 21 cores.
Table 1
Voltage-relative speed pairs.

Pair 1 Pair 2 Pair 3
Level Voltage

(vk)
Relative
speed (%)

Voltage
(vk)

Relative
speed (%)

Voltage
(vk)

Relative
speed (%)

0 1.5 100 2.2 100 1.75 100
1 1.4 90 1.9 85 1.4 80
2 1.3 80 1.6 65 1.2 60
3 1.2 70 1.3 50 0.9 40
4 1.1 60 1.0 35
5 1.0 50
6 0.9 40

The remainder of the paper is organized as follows. Section 2
presents the application, system, energy and scheduling models
used in this paper. Section 3 describes the related work. Our
algorithm is presented in Section 4. The results of our comparative
experimental study are discussed in Section 5. The conclusion
is drawn in Section 6. The paper ends with an Appendix which
describes our approaches using pseudo-code.

2. Problemmodeling

In this section, we describe the system, application, energy and
scheduling models used in our study.

2.1. Cloud computing model

A cloud computing system is a set of resources designed to
be allocated ad hoc to run applications. In our model, the cloud
is assumed to be hosted in a data center which is composed by
heterogeneousmachines. This data center provides a set of services
hosted on thousands of high-end computing servers. The need in
terms of services of an application can bemodeled by a task graph.
In this graph, an edge between two tasks represents an inter-
service communication.

The cloud computing system used in this work consists of a set
P of p heterogeneous processors/machines. Each processor pj ∈ P
is DVS-enabled; in other words, it can operate with different VSLs
(i.e., different clock frequencies). For each processor pj ∈ P , a set
Vj of v VSLs is random and uniformly distributed among three dif-
ferent sets of VSLs (Table 1). Since clock frequency transition over-
heads take a negligible amount of time (e.g., 10–150 µs [11,22]),
these overheads are not considered in our study. The inter-
processor communications are assumed to perform with the same
speed on all links without contentions. It is also assumed that a
message can be transmitted from one processor to another while a
task is being executed on the recipient processor which is possible
in many systems.

2.2. Application model

Parallel programs can be generally represented by a directed
acyclic graph (DAG). A DAG, G = (N, E), consists of a set N of
n nodes and a set E of e edges. A DAG is also called a task graph
or macro-dataflow graph. In general, the nodes represent tasks
partitioned from an application; the edges represent precedence
constraints. An edge (i, j) ∈ E between task ni and task nj also
represents inter-task communication. A task with no predecessors
is called an entry task, nentry, whereas an exit task, nexit , is one that
does not have any successors. Among the predecessors of a task ni,
the predecessor which completes the communication at the latest
time is called the most influential parent (MIP) of the task denoted
as MIP(ni). The longest path of a task graph is the critical path.

The weight on a task ni denoted as wi represents the
computation cost of the task. In addition, the computation cost
of the task on a processor pj, is denoted as wi,j and its average
computation cost is denoted as w̄i.
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Fig. 1. A simple task graph.

The weight on an edge, denoted as ci,j represents the
communication cost between two tasks, ni and nj. However, a
communication cost is only required when two tasks are assigned
to different processors. In other words, the communication cost
when tasks are assigned to the same processor is zero and thus can
be ignored.

The earliest starting and finishing timeof a taskni on aprocessor
pj is defined as

EST (ni, pj) =

0 if ni = nentry
EFT (MIP(ni), pk)+ cMIP(ni),i otherwise

EFT (ni, pj) = EST (ni, pj)+ wi,j.

Note that the actual start and finish times of a task ni on a processor
pj, denoted as AST (ni, pj) and AFT (ni, pj) can be different from its
earliest start and finish times, EST (ni, pj) and EFT (ni, pj), if the
actual finish time of another task scheduled on the same processor
is later than EST (ni, pj).

In the case of adopting task insertion the task can be scheduled
in the idle time slot between two consecutive tasks already
assigned to the processor as long as no violation of precedence
constraints is made. This insertion scheme would contribute in
particular to increasing processor utilization for a communication
intensive task graph with fine-grain tasks.

A simple task graph is shown in Fig. 1 with its details in
Tables 2 and 3. The values presented in Table 3 are computed using
two frequently used task prioritization methods, t-level and b-
level. Note that, both computation and communication costs are
averaged over all nodes and links. The t-level of a task is defined
as the summation of the computation and communication costs
along the longest path of the node from the entry task in the task
graph. The task itself is excluded from the computation. In contrast,
the b-level of a task is computed by adding the computation and
communication costs along the longest path of the task from the
exit task in the task graph (including the task). The b-level is used
in this study.

The communication to computation ratio (CCR) is a measure
that indicates whether a task graph is communication intensive,
computation intensive or moderate. For a given task graph, it
is computed by the average communication cost divided by the
average computation cost on a target system.

2.3. Energy model

Our energy model is derived from the power consumption
model in complementary metal-oxide semiconductor (CMOS)
logic circuits. The power consumption of a CMOS-based micropro-
cessor is defined to be the summation of capacitive, short-circuit
and leakage power. The capacitive power (dynamic power dissipa-
tion) is the most significant factor of the power consumption. The
capacitive power (Pc) is defined as
Table 2
Computation cost with VSL 0.

Task p0 p1 p2

0 11 13 9
1 10 15 11
2 9 12 14
3 11 16 10
4 15 11 19
5 12 9 5
6 10 14 13
7 11 15 10

Table 3
Task priorities.

Task b-level t-
level

0 101.33 0.00
1 66.67 22.00
2 63.33 28.00
3 73.00 25.00
4 79.33 22.00
5 41.67 56.33
6 37.33 64.00
7 12.00 89.33

Pc = ACV 2f , (1)
where A is the number of switches per clock cycle, C is the total
capacitance load, V is the supply voltage, and f is the frequency.
Eq. (1) clearly indicates that the supply voltage is the dominant
factor; therefore, its reduction would be most influential to lower
power consumption. The energy consumption of the execution of
a precedence-constrained parallel application used in this study is
defined as

E =
n−

i=0

ACV 2
i f .w

∗

i =

n−
i=0

αV 2
i w∗i ,

where Vi is the supply voltage of the processor on which task ni is
executed, and w∗i is the computation cost of task ni (the amount of
time taken for ni’s execution) on the scheduled processor.

2.4. Scheduling model

The task scheduling problem in this study is the process of
allocating a set N of n tasks to a set P of p processors (without
violating precedence constraints) that minimizes makespan with
energy consumption as low as possible. Themakespan is defined as
M = max{AFT (nexit)} after the scheduling of n tasks in a task graph
G is completed. Although the minimization of makespan is crucial,
tasks of a DAG in our study are not associated with deadlines as in
real-time systems.

3. Related work

In this section, we present some noteworthy works in task
scheduling, particularly for HCSs, and then scheduling algorithms
with power/energy consciousness.

3.1. Scheduling in HCSs

Due to the NP-hard nature of the task scheduling problem
in general cases [9], heuristics, in particular meta-heuristics,
are the most popularly adopted scheduling approaches. List
scheduling heuristics are the dominant heuristic technique. This
is because empirically, list scheduling algorithms tend to produce
competitive solutions with lower time complexity compared to
algorithms in the other categories [17].

The HEFT algorithm [25] is highly competitive in that it
generates a schedule length comparable to other scheduling
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algorithms, with a low time complexity (O(n log n + (e + n)p)).
It is a list-scheduling heuristic consisting of the two typical phases
of list scheduling (i.e., task prioritization and processor selection)
with task insertion.

The DBUS algorithm [1] is a duplication-based scheduling
heuristic that first performs a critical path based listing for tasks
and schedules them with both task duplication and insertion.
The experimental results in [1] show its attractive performance,
especially for communication-intensive task graphs. The time
complexity of DBUS is in the order of O(n2p2).

3.2. Scheduling with energy consciousness

Most previous studies on scheduling with the consideration of
energy consumption are conducted on homogeneous computing
systems [13,29,30,10,23,4] or single-processor systems [28]. In
addition to systemhomogeneity, tasks are generally homogeneous
and independent. Slack management/reclamation is a frequently
adopted technique with DVS.

In [29], several different scheduling algorithms using the
concept of slack sharing among DVS-enabled processors were
proposed. The rationale behind the algorithms is to utilize
idle (slack) time slots of processors, lowering supply voltage
(frequency/speed). This technique is known as slack reclamation.
These slack time slots occur, due to earlier completion (than worst
case execution time) and/or dependencies of tasks. The work
in [29] has been extended in [30]with AND/ORmodel applications.
Since the target system for both works is shared-memory
multiprocessor systems, communication betweendependent tasks
is not considered unlike our approach.

In [10], two voltage scaling algorithms for periodic, sporadic,
aperiodic tasks on a dynamic priority single-processor system are
proposed. They are more practical compared with many existing
DVS algorithms in that a priori information on incoming tasks is not
assumed to be available until the tasks are actually released. This
assumption does not correspond to our task model as explained.

Rountree et al. [23] developed a system based on linear pro-
gramming that exploits slack using DVS (i.e., slack reclamation).
Their linear programming system aims to deliver near-optimal
schedules that tightly bound optimal solutions. It incorporates
allowable time delays, communication slack, and memory pres-
sure into its scheduling. The linear programming system mainly
deals with energy reduction for a given pre-generated schedule
with a makespan constraint as in most existing algorithms. In our
approach, the makespan is not a constraint but an objective to
optimize.

Another two scheduling algorithms for bag-of-tasks applica-
tions on clusters are proposed in [13]. Tasks in a bag-of-tasks appli-
cation are typically independent and homogeneous, yet run with
different input parameters/files. In [13], deadline constraints are
associated with tasks for the purpose of quality control. The two
algorithms differ in terms of whether processors in a given com-
puter cluster are time-shared or space-shared. Computer clusters
in this paper are composed of homogeneous DVS-enabled proces-
sors unlike our approach where processors are heterogeneous.

In [27], the authors propose a formulation of energy aware
scheduling algorithm and a detailed discussion of slack time
computation. This scheduling algorithm also concerns reducing
voltages during the communication phases between parallel jobs.
In [12], the authors study the energy-aware task allocation
problem for assigning a set of tasks onto the machines of a
computational grid each equipped with DVS feature. The goal
is to optimize the energy consumption and response time in
computational grids. Unlike our approach, [12] suppose that tasks
are independent and are not subject to precedence constraints.

To the best of our knowledge, none of the previous schedul-
ing approaches explicitly address the energy issue with a
multi-objective approachwhen tackling the problemof scheduling
precedence-constrained parallel applications on HCSs. Therefore,
the scheduling algorithmswith energy consciousness presented in
this section are the most closely related works to our study.

3.3. Energy-conscious scheduling heuristic

The consideration of energy consumption in task scheduling
adds another layer of complexity to an already intricate problem.
Unlike real-time systems, applications in our study are not
deadline-constrained. Therefore, the evaluation of the quality
of schedules should be measured explicitly considering both
makespan and energy consumption. For this reason, energy-
conscious scheduling heuristic (ECS) [20] is devised with relative
superiority (RS) as a novel objective function, which takes into
account these two performance criteria.

For a given ready task, its RS value on each processor is com-
puted using the current best combination of processor and VSL (p’
and v’ are, respectively, the selected processor and its voltage sup-
ply level) for that task, and then the processor – from which the
maximum RS value is obtained – is selected. Since each scheduling
decision that ECSmakes tends to be confined into a local optimum,
another energy reduction technique (MCER) is incorporated into
the energy reduction phase of ECS without sacrificing time com-
plexity. It is an effective technique in lowering energy consump-
tion, although the technique may not help schedules escape from
local optima. MCER is makespan conservative in that changes it
makes (to the schedule generated in the scheduling phase) are only
validated if they do not increase the makespan of the schedule. For
each task in a DAG, MCER considers all of the other combinations
of task, host and VSL to check whether any of these combinations
reduces the energy consumption of the taskwithout increasing the
current makespan.

The results clearly demonstrate the superior performance of
ECS over DBUS and HEFT. Note that, in many previous studies
[14,18], HEFT has been proven to perform very competitively, and
it has been frequently adopted and extended.

However, ECS returns one solution as a result, and the
precedence-constrained applications problem is bi-objective in
nature. Section 4 presents our new parallel bi-objective approach
based on hybridization between a genetic algorithm and ECS.
This approach provides a set of solutions to this problem. The
experiments presented in Section 5 show that our approach often
gives solutions which are better than those found by ECS.

4. A parallel hybrid approach

This section starts with a brief overview on multi-objective
combinatorial optimization and genetic algorithms. Then, our new
parallel bi-objective hybrid approach is presented.

4.1. Multi-objective combinatorial optimization

A multi-objective optimization problem (MOP) consists gen-
erally in optimizing a vector of nbobj objective functions F(x) =
(f1(x), . . . , fnbobj(x)), where x is an d-dimensional decision vec-
tor x = (x1, . . . , xd) from some universe called decision space.
The space the objective vector belongs to is called the objective
space. F can be defined as a cost function from the decision space
to the objective space that evaluates the quality of each solu-
tion (x1, . . . , xd) by assigning it an objective vector (y1, . . . , ynbobj),
called the fitness (Fig. 2).While single-objective optimization prob-
lems have a unique optimal solution, a MOP may have a set of so-
lutions known as the Pareto optimal set. The image of this set in
the objective space is denoted as the Pareto front. For minimiza-
tion problems, the Pareto concepts of MOPs are defined as follows
(for maximization problems the definitions are similar):
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Decision space Objective space

Y1

Y3

Y2

X1

X3

X2

X(X1,X2,....,Xn) Y(Y1,Y2,....,Ym)

F

Fig. 2. Illustration of a MOP.

Fig. 3. Example of non-dominated solutions.

• Pareto dominance: An objective vector y1 dominates another
objective vector y2 if no component of y2 is smaller than the
corresponding component of y1, and at least one component of
y2 is greater than its correspondent in y1 i.e.:
∀i ∈ [1..nbobj], y1i ≤ y2i
∃j ∈ [1..nbobj], y1j < y2j .

• Pareto optimality: A solution x of the decision space is Pareto
optimal if there is no solution x′ in the decision space for which
F(x′) dominates F(x).
• Pareto optimal set: For a MOP, the Pareto optimal set is the set

of Pareto optimal solutions.
• Pareto front: For a MOP, the Pareto front is the image of the

Pareto optimal set in the objective space.

Graphically, a solution x is Pareto optimal if there is no other
solution x′ such that the point F(x′) is in the dominance cone
of F(x). This dominance cone is the box defined by F(x), its
projections on the axes and the origin (Fig. 3).

4.2. Genetic Algorithms

Genetic Algorithms (GAs) are meta-heuristics based on the
iterative application of stochastic operators on a population of
candidate solutions. At each iteration, solutions are selected from
the population. The selected solutions are recombined in order
to generate new ones. The new solutions replace other solutions
selected either randomly or according to a selection strategy.

In the Pareto-orientedmulti-objective context [8], the structure
of the GA remains almost the same as in the mono-objective
context. However, some adaptations are required mainly for the
evaluation and selection operators.

The selection process is often based on twomajor mechanisms:
elitism and sharing. They allow respectively the convergence of
the evolution process to the best Pareto front and to maintain
some diversity of the potential solutions. The elitism mechanism
makes use of a second population called a Pareto archive that
stores the different non-dominated solutions generated through
the generations. Such an archive is updated at each generation and
used by the selection process. Indeed, the individuals on which the
variation operators are applied are selected either from the Pareto
Fig. 4. Our hybrid GA (GA and ECS).

archive, from the population or from both of them. The sharing
operator maintains the diversity on the basis of the similarity
degree of each individual compared to the others. The similarity
is often defined as the Euclidean distance in the objective space.

4.3. Hybrid approach

In our approach illustrated in Fig. 4, a solution (chromosome)
is composed of a sequence of N genes. The ith gene of a solution
s is denoted sj. Each gene is defined by a task, a processor and a
voltage. These three parts of sj are denoted respectively t(sj), p(sj)
and v(sj). Thismeans that the task t(sj) is assigned to the processor
p(sj) with the voltage v(sj).

The new approachwe propose is based on ECS [20] which is not
a population-based heuristic. ECS tries to construct in a greedyway
one solution using three components.

• The first component to build the task parts of each gene of the
solution.
• The second component to build the processor and voltage parts

of these genes.
• The third component to calculate the fitness of a solution in

terms of energy consumption and makespan.

Unlike ECS, our approach provides a set of Pareto solutions.
This approach is a hybrid between a multi-objective GA and
the second component of ECS. The role of the GA is to provide
good task scheduling. In other words, the GA builds task parts
t(s1), t(s2), . . . , t(sn) of a solution s. Therefore, the mutation and
crossover operators of the GA affect only the task part of the genes
of each solution.

The second component of ECS is called whenever a solution is
modified by these two operators. The first role of this component
is to correct the task order to take into account the precedence
constraints in the task graph. Then the component completes the
processor and voltage parts of the genes of the partial solutions
provided by these operators. In other words, ECS builds the
remaining parts p(s1), p(s2), . . . , p(sn) and v(s1), v(s2), . . . , v(sn)
of the partial solutions provided by the mutation and crossover
operators of the GA.
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Fig. 5. The mutation operator.

The evaluation (fitness) operator of the GA is called once the
task, processor and voltage parts of each gene of the solution
are known. The role of this operator is to calculate the energy
consumption and the makespan of each solution.

The mutation operator is based on the first component of ECS.
This first component returns all tasks scheduled according to their
b-level values. The principle of our mutation operator is also based
on the scheduling of tasks according to their b-level values. The b-
level concept is explained in Section 2. It should be noted that one
can choose the t-level values instead of those of b-level. First, the
operator chooses randomly two integers i and j such that 1 ≤ i <
j ≤ n and b-level(t(si)) < b-level(t(sj)). Then, the operator swaps
the two tasks t(si) and t(sj) (see Fig. 5).

As illustrated in Fig. 6, the crossover operator uses two solutions
s1 and s2 to generate two new solutions s′1 and s′2. To generate s′1,
the operator:
• considers s1 as the first parent and s2 as the second parent.
• randomly selects two integers i and j such that 1 ≤ i < j ≤ n.
• copies in s′1 all tasks of s1 located before i or after j. These tasks

are copied according to their positions (s′1k = s1k if k < i or
k > j).
• copies in a solution s all tasks of s2 that are not yet in s′1. Thus,

the new solution s contains (j− i+ 1) tasks. The first task is at
position 1 and the last task at the position (j− i+ 1).
• and finally, copies all the tasks of s to the positions of s′1 located

between i and j (s′1k = sk−i+1 for all i ≤ k ≤ j).
The solution s′2 is generatedwith the samemethod by considering
s2 as the first parent and s1 as the second parent.

The other elements of the GA in the new approach are
conventional. Indeed, our GA randomly generates the initial
population. Its selection operator is based on a tournament
strategy. The algorithm stops when no new best solution is found
after a fixed number of generations.

4.4. Insular approach

The island model [5] is inspired by behaviors observed in the
ecological niches. In this model, several evolutionary algorithms
are deployed to evolve simultaneously various populations of solu-
tions, often called islands. As shown in Fig. 7, the GAs of our hybrid
approach asynchronously exchange solutions. This exchange aims
at delaying the convergence of the evolutionary process and to ex-
ploremore zones in the solution space. For each island, amigration
operator intervenes at the end of each generation. Its role consists
of deciding the appropriateness of operating a migration, to select
the population sender of immigrants or the receiver of emigrants,
to choose the emigrating solutions, and to integrate the immigrant
ones.

4.5. Multi-start approach

Compared to the GA, ECS is more costly in CPU time. The differ-
ent evaluations of ECS are independent of each other. Therefore,
their parallel execution can make the approach faster. The objec-
tive of the hybrid approach is to improve the quality of solutions.
Fig. 6. The crossover operator.

Fig. 7. The cooperative island approach.

The island approach also aims to obtain solutions of better quality.
The goal of the parallel multi-start approach is to reduce the exe-
cution time. As shown in Fig. 8, our parallelization is based on the
deployment of the approach using the farmer-worker paradigm.
The GA processes are farmers and ECS processes are workers.

5. Experiments and results

This section presents the results obtained from our compar-
ative experimental study. The experiments aim to demonstrate
and evaluate the contribution of the hybridization, the insular ap-
proach and themulti-start approach respectively compared to ECS,
the hybrid approach and the insular approach.

5.1. Experimental settings

The performance of our approach was thoroughly evaluated
with the Fast Fourier Transformation [6] task graph which is a
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Fig. 8. Illustration of the multi-start approach.

Table 4
Experimental parameters.

Parameter Value

The number of tasks ∼ 20 ∼ 40 ∼ 60 ∼ 80 ∼ 120
The number of processors 02 04 08 16 32 64
Processor heterogeneity 100 200 random
CCR 0.1 0.2 1.0 5.0 10.0

Table 5
The parameters used by ParadisEO for each approach.

Parameters Hybrid Insular Multi-start

Population size 20 20 20
Number of generations 1000 100 100
Crossover rate 1 1 1
Mutation rate 0.35 0.35 0.35
Migration topology Ring
Migration rate Every 20 generations
Number of migrants 5

real-world application. A large number of variations were made
on this task graph for more comprehensive experiments. Various
different characteristics of processors were also applied. Table 4
summarizes the parameters used in our experiments.

The new approach is experimented on 9000 instances dis-
tributed equitably according to the number of tasks, the number
of processors, the processor heterogeneity and the CCR (1/5 of in-
stances have a number of tasks equal to∼20, 1/5 of instances have
a number of tasks equal to∼40, . . . , 1/6 of instances have a num-
ber of processors equal to 2, etc.). In other words, 20 instances are
used for each combination of parameters.

Our approach has been implemented using ParadisEO [21].
This software platform provides tools for the design of parallel
meta-heuristics for multi-objective optimization. [24] explains
how to implement a multi-objective genetic algorithm, an insular
approach, and a multi-start using ParadisEO. Table 5 shows the
parameters used by ParadisEO for the hybrid, insular and multi-
start approaches during our experiments.

Experiments have been performed on a grid of three clusters.
The first cluster contains 8 Opteron 244 nodes (dual-processor
clocked at 1.8 GHz, 2 GB of RAM). The second contains 10 Xeon
L5420 nodes (bi-quad-core processors clocked at 2.5 GHz, 16 GB of
RAM). The third cluster contains 106 cores AMD opteron 248, 40
cores AMD opteron 252, 104 cores AMD opteron 285, et 368 cores
Intel Xeon E5440 QC. A total of 714 cores are used. The first two
clusters are located at the University of Mons in Belgium, while the
third cluster is at the Université de Lille1 in France.

5.2. Hybrid approach

The hybrid approach is experimented on all instances of Table 4.
Each instance is solved twice. The first resolution is done with
ECS, and the second resolution with the new approach. These
experiments are launched by a script on one of the cores of our
grid according to their availability.
Fig. 9. An example of the obtained results with the hybrid approach and ECS for
the same instance.

Fig. 9 gives an example of a Pareto front obtained with the
hybrid approach and the solution obtained by ECS for the same
instance which is the tenth instance generated with the number
of tasks equal to∼20, number of processors equal to 02, processor
heterogeneity equal to 100, and CCR equal to 0.1. Experiments
show that ECS finds the solution of an instance after ∼1 s on
average, while our hybrid approach requires about ∼25 min on
average to find the Pareto solutions of an instance. As previously
mentioned, ECS is a heuristic that builds one and only one solution
using a greedy strategy, and our hybrid approach is based on
the hybridization between a GA and ECS. Therefore, the hybrid
approach handles a population of solutions that evolves over
several generations, and the second component of ECS is called and
used during the construction of each solution. So it was expected
that the hybrid approach uses more computing power than ECS.
Our goal is not to have an approach faster than ECS but an approach
that gives Pareto solutions which improve the solution of ECS. Our
approach is useful, for example, for large scientific applications
requiring high computing power, and for small applications which
are executed many times.

Table 6 compares the Pareto solutions of the hybrid approach
with the solution of ECS. The comparison is made according to
the number of tasks, the number of processors, the processor
heterogeneity and the CCR. The third column shows the average
number of obtained Pareto solutions. The last column gives the
percentage of Pareto solutions that improves the ECS solution on
the two objectives simultaneously. As indicated in the last line of
the table, the hybrid approachprovided19.77 solutions on average,
and 83.04% of the Pareto solutions found by this hybrid approach
improve the ECS solution on the two objectives simultaneously. In
addition, Table 6 shows that the more tasks there are, the more
Pareto solutions are found, and the more the percentage of Pareto
solutions dominating the ECS solution increases.

To determine the contribution of the new approach, in terms
of the values of makespan and energy consumption, we compare
the solution provided by ECS to only one solution of the Pareto
set provided by the new approach. The solution chosen in the
Pareto set is used only to compare the new approach with ECS.
Nevertheless the decision maker, using the new approach, will
have a set of Pareto solutions instead of one solution.

For each instance,

• a first resolution is done using ECS to provide one solution s.
• a second resolution is done using the new approach to obtain a

set E of Pareto solutions.
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Table 6
Comparison of Pareto hybrid approach solutions and ECS solution.

Average number
of Pareto solutions

Pareto solutions
dominating ECS
solution (%)

Number of
tasks

∼20 14.78 78.24
∼40 19.57 80.70
∼60 21.36 83.62
∼80 21.45 83.12
∼120 21.67 89.51

Number of
processors

02 18.51 73.21
04 19.42 71.01
08 22.17 75.83
16 23.32 86.12
32 19.98 94.73
64 15.18 97.36

Heterogeneity
100 20.12 80.82
200 21.67 74.47
random 17.52 93.83

CCR

0.1 19.60 88.44
0.2 19.47 88.83
1.0 17.53 89.09
5.0 19.26 78.80

Average 19.77 83.04

Fig. 10. Improvement according to the number of tasks.

• only one Pareto solution s′ is selected from the set E. This
solution is the closest to s in the sense of Euclidean distance.
• finally, a comparison will be done between the solutions s

and s′.

Figs. 10–12 and Table 7 allow to compare in a detailed way
the two approaches. They respectively show the improvement
brought by the new approach according to the number of tasks, the
number of processors, the CCR, and the processor heterogeneity.
Experiments show that our approach improves on average the
results obtained by ECS. Indeed, as shown in Table 7, the energy
consumption is reduced by 47.49% and the makespan reduced
by of 12.05%. In addition, Fig. 11 shows clearly that the more
processors there are, the more the new approach improves the
results of ECS.

5.3. Insular approach

The objective of the following experiments is to show that our
island approach improves the quality of the solutions provided by
the hybrid approach. This insular approach is useful when solving
large instances. Therefore, the experiments, presented in this
Fig. 11. Improvement according to the number of processors.

Table 7
Improvement according to the processor heterogeneity.

Processor heterogeneity Energy (%) Makespan (%)

100 44.74 9.10
200 43.49 7.07
Random 54.26 19.99
Average 47.49 12.05

Fig. 12. Improvement according to the CCR.

section, focus only on the large instances of Table 4. The instances
used are those with the number of tasks is 120, the number of
processors is 64, the value of CCR is 10, and the heterogeneity of
processors is 200 (20 instances). Each instance is solved using 1, 5,
10, 30 or 50 islands. An insular approachwith 1 island is equivalent
to the hybrid approach.

Fig. 13 illustrates the S-metric average values obtained with
different numbers of islands. These values are normalized with the
average value obtained by the experiments using 1 island. The S-
metric measures the hyper-volume defined by a reference point
and a Pareto front. It allows to evaluate the quality of a Pareto front
provided by an algorithm.

Experiments show that whatever the number of used islands
the insular approach improves the Pareto front obtained with the
hybrid approach. As shown in Fig. 13, the use of 50 islands, instead
of 1 island (i.e. the hybrid approach), improves the S-metric of the
obtained Pareto front by 26%. In Fig. 13, the more islands used, the
better the results will be.
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Fig. 13. S-metric value according to the number of islands.

Table 8
Speedup according to the processor heterogeneity.

Processor heterogeneity Speedup

100 13.74
200 12.73
random 12.73
Average speedup 13.06

Fig. 14. Speedup according to the CCR.

5.4. Multi-start approach

This section presents the experiments done to assess the quality
of our multi-start approach. The parameters of the instances used
in our experiments are: the CCR is 0.1, 0.5, 1.0, 5.0 or 10.0,
the number of processors is 8, 32, or 64, and the heterogeneity
of processors is 100, 200 or random. The population of the GA
contains 20 chromosomes. Therefore, 21 computing cores are used
to solve each instance (20 cores to run the ECSs and 1 core to run
the GA). In our case, an experiment can not have a speedup greater
than 21.

Table 8, Figs. 14 and 15 show respectively the evolution of the
speedup according to the processor heterogeneity, the CCR, and the
number of processors. The average speedup obtained is 13.06.

As shown in Fig. 15, the speedup increases proportionally to
the number of processors on which the precedence-constrained
parallel application is run. Table 8 and Fig. 15 that show the CCR
and the heterogeneity of processors do not impact significantly on
the quality of the acceleration of our approach.
Fig. 15. Speedup according to the number of processors.

6. Conclusions

In this paper, we have investigated the precedence-constrained
parallel applications particularly on high-performance comput-
ing systems like cloud computing infrastructures. Precedence-
constrained parallel applications are designedmostlywith the sole
goal of minimizing completion time without paying much atten-
tion to energy consumption.

We presented a new parallel bi-objective hybrid genetic
algorithm to solve this problem. The algorithm minimizes energy
consumption and makespan. The energy saving of our approach
exploits the dynamic voltage scaling (DVS) technique — a recent
advance in processor design.

Our new approach has been evaluated with the Fast Fourier
Transformation task graph which is a real-world application. Ex-
periments show that our bi-objective meta-heuristic improves on
average the results obtained in the literature (see [25,1,9]) par-
ticularly in energy saving. Indeed, the energy consumption is re-
duced by 47.5% and the completion time by 12%. The experiments
of the insular approach also show that the more islands used, the
better the results will be. The use of 50 islands, instead of 1 is-
land (i.e. the hybrid approach), improves the S-metric of the ob-
tained Pareto front by 26%. Furthermore, the multi-start approach
is on average 13 times faster than the island approach using 21
cores.

However, we observed that the hybrid approach consumes
more resources than ECS, and the insular approach consumes
more resources than the hybrid approach. In the insular approach,
experiments show that the more islands used, the more the
resources are needed. A resource can be a processor, a network
bandwidth, etc. The energy consumed by an approach increases
when the used resources increase. We think that the multi-start
approach does not increase significantly the energy consumed by
the insular approach.

Therefore, one of the main perspectives of the work presented
in this paper is to determine the solving approach to choose among
ECS, the hybrid approach, and the insular approach, according
to the precedence-constrained parallel application at hand. If the
insular approach is chosen, themajor issue is to determine the best
number of islands to be used. This future work aims to minimize
the total amount of consumed energy by the chosen solving
approach and by the precedence-constrained parallel application
to be solved. It is clear, for example, that the insular approach
is interesting for the large and resource consuming precedence-
constrained parallel applications and the applications intended to
be executed several times.
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Appendix

Algorithm 1 The main parameters of our approaches
1: INSULAR←TRUE
2: MULTISTART←TRUE
3:
4: GENERATION_MAXIMUM←200
5: POPULATION_SIZE←20
6: CROSSOVER_RATE←1
7: MUTATION_RATE←0.35
8: N←size(solution)
9:

10: MIGRATION_TOPOLOGY←RING
11: MIGRATION_RATE←20
12: MIGRANTS_SIZE←5

Algorithm 2 The main algorithm of our approaches
hybrid_insular_multistart_approches()
1: initialize(population,POPULATION_SIZE)
2: evaluate(population)
3: GENERATION←1
4: while GENERATION≤ GENERATION_MAXIMUM do
5: parents←select(population)
6: children←crossover(parents)
7: mutation(children)
8: evaluate(children)
9: replace(population,children)

10: update(archive,children)
11: migrate(population,GENERATION)
12: GENERATION←GENERATION+1
13: end while

Algorithm 3 Fitness operator
evaluate(population)
1: if MULTISTART then
2: evaluate_parallel(population)
3: else
4: evaluate_sequential(population)
5: end if
evaluate_parallel(population)
1: for all solution ∈ population do
2: launch_parallel(ECS_component2,solution)
3: end for
4: for all solution ∈ population do
5: cost(solution)←read_cost(solution)
6: end for
evaluate_sequential(population)
1: for all solution ∈ population do
2: cost(solution)←ECS_component2(solution)
3: end for
Algorithm 4 Mutation operator
mutation(children)
1: for all solution ∈ children do
2: if random([0, 1])≤MUTATION_RATE then
3: mutation(solution)
4: end if
5: end for
mutation(solution)
1: (i, j)= random(1≤i<j≤N ∧ check_level(solution, i, j))
2: swap(task(solutioni),task(solutionj))
check_level(solution,i,j)
1: return b-level(task(solutioni))<b-level(task(solutionj))

Algorithm 5 Crossover operator
crossover(parents)
1: children← ∅
2: for all i ∈ (1 . . .POPULATION_SIZE) do
3: if random([0, 1])≤ CROSSOVER_RATE then
4: (parent1, parent2)←select(parents)
5: (child1, child2)←crossover2(parent1, parent2)
6: add(children, child1)
7: add(children, child2)
8: end if
9: end for

10: return children
crossover2(parent1, parent2)
1: child1←crossover1(parent1, parent2)
2: child2←crossover1(parent2, parent1)
3: return (child1, child2)
crossover1(parent1, parent2)
1: (i, j)= random(1≤i<j≤N)
2: for all k ∈ (1, . . ., i−1, j+1, . . ., N) do
3: task(childk)←task(parent1k)
4: end for
5: m←0
6: for all [k ∈ (1, . . ., N)] ∧ [task(parent2k) /∈ tasks(child)] do
7: task(solution_bufferm)←task(parent2k)
8: m←m+1
9: end for

10: for all k ∈ (i, . . ., j) do
11: task(childk)←task(solution_bufferk−i+1)
12: end for
13: return child

Algorithm 6 Migration operator
migrate(population, GENERATION)
1: if NOT INSULAR then
2: stop
3: end if
4: if GENERATION mod(MIGRATION_RATE)≠0 then
5: stop
6: end if
7: migrants←select(population, MIGRANTS_SIZE)
8: DESTINATION←destination(topology)
9: send(DESTINATION, migrants)

10: SOURCE←source(topology)
11: migrants←receive(SOURCE)
12: insert(population, migrants)

https://www.grid5000.fr
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