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Abstract

MANET is combination of wireless mobile nodes ttmmmunicate with each other without any kind oftredized control or any

device or established infrastructure. Therefore NEANouting is a critical task to perform in dynammetwork. Without any fixed
infrastructure, wireless mobile nodes dynamicabyablish the network. Routing Protocols helps tmownicate a mobile node
with the other nodes in the network by sendingemeiving the packets. This research paper providesoverview of ZRP by
presenting its functionality. The performance oPZRZone Routing Protocol) is analyzed on the babigarameters Throughput,

Load, Data Dropped and Delay using simulator OPNETO.

Index Terms: MANET, Routing Protocols, ZRP
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1. INTRODUCTION

Computer networks were originally developed to @mtn
number of devices through wires so that the devias
share some information and data with each otheth \ttie
increase in network sizes, the requirement of inttwork
communication was observed which leads to the
development of internet and suit of protocols. lasw
necessary to provide network access to the entitigsh are
not physically attached to any wired network. Taalde
this, the wireless networks were developed. Wigeles
network is a computer network that utilizes wirsles
network connection. There are two categories okless
networks [5]:

* Infrastructured Network

» Infrastructure-less Network.
Infrastructured network contains fixed and wiredegays
whereas infrastructure-less network contains mabibip
wireless nodes and it has no fixed infrastructt&NET
comes under the second category. MANET [1] [2] is a
temporary wireless network in which no fixed infrasture
is used. So in MANET, topology changes frequentty a
mobile nodes moves independently and changes lthk#
to the other nodes very quickly. Each mobile nodis a
router and forwards the traffic to the other nodeshe
network. If two mobile nodes are within each otker’
transmission range, they can communicate directly,
otherwise the nodes in between have to forwarctukets
for them [4].
A mobile ad hoc network may consist of only two esar
hundred nodes or thousand nodes as well. The entire
collection of nodes is interconnected in many défe
ways. As shown in Fig-1 there is more than one [fatm
one node to another node. To forward a data pdobat
source to destination, every node in the hope beistilling
to participate in the process of delivering theadadicket. A
single file is split it into a number of data patkand then

these data packets are transmitted through therdift
paths. At the destination node, all these packets a
combined in sequence to generate the original,fileuters

Fig-1: Mobile Ad hoc Network

2. ROUTING IN MANET

Routing [4] is the process of transferring a packem
source to its destination. In the routing processnobile
node will search for a path or route to communiesite the
other node in the network. Protocols are the setutds
through which two or more devices communicate \g#ch
other. In MANET, routing tables are used for rogtin
purpose. Routing tables contain the informatiomonftes to
all the mobile nodes.

The routing protocols in MANET are broadly classifiinto
three categories [2] [4] [6]:

» Proactive or Table Driven Routing Protocols
» Reactive or On-Demand Routing Protocols
e Hybrid Routing Protocols
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2.1.Proactive or Table Driven Routing Protocols

In Proactive or Table-Driven [8] Routing Protocothere
are routing tables which contains the informatidnrautes
to all the nodes. Routes are predefined in theirmgugables
and the packets are transferred to the routes.ofte ris
already specified in the table so packet forwardmépaster
and as the routes have to be defined first befaresterring
the packets so overhead is more. All routes ar@taiaed at
all the times so latency is low. Some highly usedlptive
routing protocols are Destination Sequenced Digtanc
Vector (DSDV), Optimized Link State Routing (OLSR),
Wireless Routing Protocol (WRP).

2.2.Reactive or On-demand Routing Protocols

In Reactive or On-Demand [1] [15] Routing Protogols
routes are not predefined. For packet transmissiggurce
node calls for route discovery phase to deterntiieerpute.
The route discovery mechanism is based on flooding
algorithm which employs on technique that a nodst ju
broadcasts the packet to all its neighbours aretrimdiate
nodes forwards the packets to their neighbours [4].
Overhead is smaller in reactive protocols but layers
higher. Some reactive protocols are Dynamic Source
Routing (DSR), Ad hoc On-Demand Distance Vector
(AODV), Temporally Ordered Routing Algorithm (TORA)

2.3.Hybrid Routing Protocols

Hybrid Protocols [6] [7] are the combination of bote.
Table-Driven and On-Demand protocols. These prdsoco
take the advantage of best features of both theveabo
mentioned protocols. These protocols exploit the
hierarchical network architecture and allow the emdvith
close proximity to work together to form some soft
backbone, thus increasing scalability and reduaciogte
discovery [3]. Nodes within a particular geographiarea
are said to be within the routing zone of the gimede. For
routing within this zone, Proactive i.e. table-@mivapproach

is used. For nodes that are located outside thige,zo
Reactive i.e. an on demand approach is used. Stybnid
Routing Protocols, the route is established withaptive
routes and uses reactive flooding for new mobildeso[2].

In Hybrid Routing protocols, some of the charast&rs of
proactive and some of the characteristics of reacti
protocols are combined, by maintaining intra-zone
information proactively and inter-zone information
reactively, into one to get better solution for nelad hoc
networks [3].

3. OVERVIEW OF ZRP

The Zone Routing Protocol was the first Hybrid gt
protocol [9] [11]. It was proposed to reduce thentcol
overhead of Proactive routing protocol and to deseethe
latency of Reactive routing protocol. It is suitbbr the
networks with large span and diverse mobility patie For
each node a routing zone is defined separatelyhilvihe
routing zone, routes are available immediately Bbart
outside the zone, ZRP employs route discovery phage

For each node, a separate routing zone is defilbd.
routing zones of neighboring nodes overlap with heac
other’s zone. Each routing zone has a radiegpressed in
hops [9]. The zone includes the nodes whose disténom
the source node is at mgshops.
In Fig-2, routing zone of radius 2 hops for nodésAhown.
Routing zone includes nodes all the nodes excegé ng
because it lies outside the routing zone node A& rButing
zone is not defined as physical distance, it igndef in
hops. There are two types of nodes for a routingezim
ZRP [9]:

e Peripheral Nodes

* Interior Nodes
The nodes whose minimum distance to central node is
exactly equal to the zone radipsare Peripheral Nodes
while the nodes whose minimum distance is less than
zone radiup are Interior Nodes. In Fig. 2, Peripheral nodes
are E, F, G, K, M and Interior Nodes are B, C, D,IHJ.
The node L is outside the routing zone of node A.

‘ Network layer ‘
¢
‘ MAC layer ‘

Fig-3: Architecture of ZRP [10]

The source node sends a route request to the pealph
nodes of its zone. Route request contains souress the
destination address and a unique sequence numbeh E
peripheral node checks its local zone for the dastn. If
the destination is not a member of this local zotte
peripheral node adds its own address to the radeest
packet and forwards the packet to its own perighavdes.

If the destination is a member of its local zoriesends a
route reply on the reverse path back to the soufbe.
source node uses the path saved in the route pepket to
send data packets to the destination. By adjustimg
transmission power of nodes, numbers of nodes & th
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routing zone can be regulated. Lowering the powduces
the number of nodes within direct reach and viasa§10].
ZRP uses both the strategies i.e. Proactive andtiRea
routing. Within a routing zone, Proactive stratagyused.
Between the routing zones, Reactive strategy idl.usBP
refers to locally proactive routing component asArrone
Routing Protocol (IARP). The globally reactive riogt
component is named as IntEr-zone Routing Protdollfs
architecture is shown in Fig-3. IARP maintains nogt
information of the nodes which are within the ragtizone
of a node. Route discovery and route maintenanoéfesed
by IERP. When global discovery is needed, if theotogy
of local zone is known, it can be used to redueetthffic.
Instead of broadcasting a packet, ZRP uses theepbrud
Bordercasting [10]. Bordercasting packet serviciéevery is
provided by the Bordercasting Resolution Proto®&RP).
The BRP [11] uses a map of an extended routing ,zone
provided by the local IARP, to construct Borderctses
along which query packets are directed. The BRB usey
special query control mechanisms to steer routelasq
away from areas of the network that have alreadseeml
by the query [11].

3.1. Route Discovery Process

The discover process of ZRP operates as follows[):

e The source node first checks whether the
destination is within its zone. If so, destination
node is known and no further route discovery
process is required.

» If the destination is not within the routing zonke o

source, the source node bordercast a route request

to its peripheral nodes.

» The peripheral nodes checks whether the
destination node is within their node or not. If ao
route reply is sent back to the source node
indicating the route to the destination.

* If the destination node is not available in the
routing zones of peripheral nodes, route requests
are forwarded to their peripheral nodes.

The route discovery process is shown in the Fig-4.

3.2. Route M aintenance

Route maintenance is important in ad hoc netwoiks,
which links are broken and established as nodesemov
relatively to each other with limited radio coveeadroute
discovery or route repair must be performed if thate
broken or fails. Until the new route is availalpackets are
dropped or delayed. [9]

In ZRP, the knowledge of the local topology carubed for
route maintenance. Link failures and sub-optimaliteo

segments within one zone can be bypassed. Incoming

packets can be directed around the broken linkutitroan
active multi-hop path. The topology can be usedhorten
the routes, for example, when two nodes have mawtdn
each other’s radio coverage. For routed packets|aying
node can determine the closet route to the destimgiat is
also a neighbour. [9]

Look for destination node within zone
radius

Yes Destination No
Found?

e Fod Send route request to

=

ath to the destination is peripheral nodes
found

Send route reply

Fig-4: Flowchart of Route Discovery Process

4. SIMULATION SETUP

4.1 Simulation Scenario

EBX

| Project: Manet_Project Scenario: Scenariol_zrp20 [Subnet: lop.Office Network. Wireless Subnet_0]
Pratocols  MetDoctor Flow Analysis DES 3DNV  Design  Windows Help

20 =

File Edit View Scenarios Topology Traffic Services

[ my Fictures

[ ] opHET padeler 1.,

Fig-5: Simulation Scenario with 20 nodes

To analyse the performance of ZRP OPNET 14.0 sitoula
is used. Three different scenarios are created vétlying
number of mobile nodes. The three scenarios co2@i0
and 60 mobile nodes respectively. The pause timg an
traffic load are kept constant under all the scesar
Simulation parameters used for the implementatiodRP
are listed in the Table 1.

4.2 Performance Metrics
Throughput [2]: Throughput is the average rateustessful

data packets received at the destination [2]. tlhésmeasure
of how fast we can actually send the packets throtng
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network. It is measured in bits per second (bitstsebps)

or data packets per second.

Load [6]: Load in the wireless LAN is the number of
packets sent to the network greater than the dgpatihe
network. When the load is less than the capacityhef
network, the delay in packets is minimum. The delay
increases when the load reaches the network cgpacit

Data Dropped: Data dropped is the count of numibdxite
per second which are dropped during the travelloig
signals from source to destination. Data can bepid due
to unavailability of access to medium.

Delay [7]: The packet end-to-end delay refershe time
taken for a packet to be transmitted across thearktfrom

source to destination. In other words, it is theetia data
packet is received by the destination minus thes tardata
packet is generated by the source. It is measuarsddonds.
End. Lost packets due to delay have a negativectetfe

received quality.

Table-1: Simulation Parameters

Parameters Values
Simulator OPNET 14.0
Protocol ZRP

Examined

Simulation Time 300 seconds

Simulation Area 1000mx1000m
Pause Time 10 sec

Buffer Size (bits) 256000

Data Rate (bps) 11 Mbps

Mobility Model Random way
point
Mobile Nodes 20, 40, 60

5. RESULTS& DISCUSSION

Throughput: It is observed from the Fig-6 that with 20
nodes the throughput of ZRP is about 20000 bitsspeond
till 1 minute and 40 seconds after that its valueréases to
1,20,000 bits per second. With 40 and 60 nodesésgzero
throughput till 1 minute and 40 second. After thhe
throughput of ZRP is gradually increasing and flating.
Maximum value of throughput of 10,000,000 is obserat

3 minute with 60 nodes.
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Fig-6: Throughput of ZRP

Load: From Fig-7 it is observed that load of ZRP is & bit
per second till 1 minute and 40 seconds for 260
nodes. Minimum load is observed with 20 nodes. \#@h
and 60 nodes, a high load is observed. Load witardD60
nodes is almost the same. Maximum load of 66,00(M30
per second is observed with 60 nodes at 4 minute.
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Fig-7: Load of ZRP

Data Dropped: It is observed from the Fig-8 no data is
dropped till 1 minute and 40 seconds. Afterwardsada
dropped till the end of the simulation. Low datadi®pped
with 20 nodes. With 40 and 60 nodes the data dmbpate
is almost same. Its value is fluctuates betwee®@BIDO
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bits per second to 58,000,000 bits per second Gaartl 60

nodes. Maximum data dropped rate about 57,000,080 b

per second is observed at 4 minute.
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Fig-8: Data Dropped

Delay: From Fig-9, it is observed that delay of ZRP ighh
with 60 nodes. Average delay is observed with 4@escand
minimum delay is observed with 20 nodes. High delag9
sec is observed with 60 nodes.

EEX
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Fig-9: Delay
CONCLUSIONS
From the results it is concluded that with the @éage in

number of mobile nodes, ZRP gives high throughpaad
increases with the increase in nodes. With 20 ndtgases

minimum load but as the nodes increases, a higt isa

observed. With high load, the delay is also highateD
dropped also increases with the increase in nuofeodes.
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