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One of the main design challenges in Wireless Sensor Networks (WSN) is to prolong the
system lifetime, while achieving acceptable quality of service for applications. In WSN,
each sensor node is battery powered and it is not convenient to recharge or replace the bat-
teries in many cases, especially in remote and hostile environments. Due to the limited
capabilities of sensor nodes, it is usually desirable that a WSN should be deployed with
high density and thus redundancy can be exploited to increase the network’s lifetime. In
this paper, we introduce an efficient lifetime optimization and self-stabilizing algorithm
to enhance the lifetime of wireless sensor networks especially when the reliabilities of sen-
sor nodes are expected to decrease due to use and wear-out effects. Our algorithm seeks to
build resiliency by maintaining a necessary set of working nodes and replacing failed ones
when needed. We provide some theoretical and simulation results, that fully demonstrate
the usefulness of the proposed algorithm.

© 2013 Published by Elsevier B.V.

1. Introduction

Recent years have witnessed significant advances in
wireless sensor networks which emerge as one of the most
promising technologies for the 21st century [2]. In fact,
they present huge potential in several domains ranging
from health care applications to military applications.
However, the advent of Wireless Sensor Networks (WSN)
and its conceptual constraints, have posed a number of re-
search challenges to the networking and distributed com-
putation communities. A problem that has received
renewed interest is lifetime optimization. Indeed, as the
scale is expanding, node failures are more likely to occur
and can have an adverse effect on the application. In addi-
tion, as sensor nodes have limited resources in terms of
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memory, energy and computational power, they suffer
from increased susceptibility to wear-out effect [23,25,26].

In WSN, if the wear-out failures are not taken into con-
sideration during the execution of the involved application,
some nodes may age much faster than the others and be-
come the reliability bottleneck for the network, thus signif-
icantly reducing the system'’s service life. In the literature,
this problem has been formulated and studied in various
ways. For instance, prior work [14,30,36,37] in lifetime
reliability assumes node’s failure rates to be independent
of their usage times. While this assumption can be ac-
cepted for memoryless soft failures, it is obviously inaccu-
rate for the wear-out-related fail-silent (a faulty node does
not produce any output) and fail-stop (no node recovery)
failures, because the sensor node’s lifetime reliability will
gradually decrease over time.

Since sensor nodes have limited battery life and with-
out being able to replace batteries, especially in remote
and hostile environments, it is desirable that a WSN should
be deployed with high density and thus redundancy can be
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exploited to increase the lifetime of the network. In such a
high density network, if all sensor nodes were to be acti-
vated at the same time, the lifetime would be reduced.
Consequently, future software may need to adapt appro-
priately. This paper presents a novel wear-out-aware life-
time optimization and self-stabilizing algorithm to
improve system’s lifetime and reliability characteristics
of such a non-deterministic architecture. In this approach,
some nodes are scheduled to sleep while the remaining
working nodes provide continuous service. The objective,
is to minimize the number of nodes that remain active
while still achieving acceptable quality of service for
applications.

Self-stabilizing algorithms [5,16,21] can start execution
from arbitrary (illegitimate) configuration and eventually
configuration becomes legitimate. By this property, self-
stabilizing algorithms tolerate any kind and any finite
number of transient faults. In a self-stabilizing model
[12], each node has only a partial view of the system, called
the local state. The node’s local state include the state of the
vertex itself and the state of its neighborhood. The union of
the local states of all the nodes gives the global state of the
system. Based on its local state, a node can decide to make
a move. Then, self-stabilizing algorithms are given as a set
of rules of the form [If p(i) Then M], where p(i) is a predi-
cate and M is a move. p(i) is true when state of the node i is
locally illegitimate. In this case, the vertex i is called a priv-
ileged/active vertex. A vertex executes the algorithm as
long as it is active (at least one predicate is true). Self-sta-
bilizing algorithms can be designed according to different
daemons, also called schedulers. There are two kinds of
daemons which are often assumed in the literature of
self-stabilizing algorithms: Central and Distributed ones.
If the scheduler is central, then at each step, the only one
privileged node is arbitrarily selected to make its move. If
the scheduler is distributed, then at each step, a non-empty
set of privileged nodes is selected to make their moves
simultaneously. We assume the distributed model in
which each vertex makes its decision independently, so
more than one privileged vertex may be selected at the
same time by the scheduler. We also assume each sensor
node in a network has unique identifier.

The rest of the paper is organized as follows. In Sec-
tion 2, we present a brief survey of heuristics proposed in
the literature to optimize sensor network’s lifetime. After
some definitions and notations in Section 3, we present
in Sections 4, 5 and 7 the design and analysis of the pro-
posed algorithm. Finally, we give some concluding remarks
in Section 8.

2. Related work

Most papers on lifetime optimization deal with central-
ized control over sensor networks which aim at maximiz-
ing the lifetime of sensor networks. For instance [29]
introduces a heuristic that selects mutually exclusive sets
of sensor nodes, where the members of each of those sets
together completely cover the monitored area. The inter-
vals of activity are the same for all sets, and only one of
these sets is active at any time. [9] presents a graph

coloring technique to achieve energy savings by organizing
the sensor nodes into a maximum number of disjoint dom-
inating sets (DDS) which are activated successively. The
dominating sets do not guarantee the coverage of the
whole area.

In [8], the authors propose a heuristic to compute the
disjoint set covers (DSC). In order to compute the maxi-
mum number of covers, they first transform DSC into a
maximum-flow problem (MFP), which is then formulated
as a mixed integer programming problem (MIP). Based
on the solution of the MIP, they design a heuristic to com-
pute the final number of covers. The results show a slight
performance improvement in terms of the number of pro-
duced DSC in comparison to [29] but it incurs higher time
complexity. Abrams et al. [1] design three approximation
algorithms for a variation of the set k-cover problem,
where the objective is to partition the sensors into covers
such that the number of covers that include an area,
summed over all areas, is maximized. Their work builds
upon previous work in [29] and the generated cover sets
do not provide complete coverage of the monitored areas.

Cardei et al. [10] presents a Linear Programming (LP)
solution and a greedy approach to extend the sensor net-
work life time by organizing the sensors into a maximal
number of non-disjoint cover sets, i.e., nodes may partici-
pate in more than one cover sets. Simulation results show
that by allowing sensors to participate in multiple sets, the
network lifetime increases compared with related work
[8]. In [6], the authors have formulated the lifetime prob-
lem and suggested another Linear Programming (LP) tech-
nique to solve this problem. A centralized provably near
optimal solution based on the Garg-Konemann algorithm
[15] is also proposed.

Zorbas et al. [38] present B{GOP}, a centralized coverage
algorithm introducing sensor candidate categorization
depending on their coverage status and the notion of crit-
ical target to call targets that are associated with a small
number of sensors. The total running time of their heuristic
is 0(mn?) where n is the number of sensors, and m the
number of targets. Compared to algorithm’s results of Sli-
jepcevic and Potkonjak [29], their heuristic produces more
cover sets with a slight growth rate in execution time.

In the case of non-disjoint algorithms [11], sensors may
participate in more than one cover set. In some cases this
may prolong the lifetime of the network in comparison
to the disjoint cover set algorithms but designing algo-
rithms for non-disjoint cover sets generally incurs a higher
order of complexity.

All the centralized solutions presented above are devel-
oped for maximizing network’s lifetime by organizing the
sensor nodes into a suitable number of disjoint or nondis-
joint set covers that are activated periodically. However,
they do not scale better to accommodate larger networks
and they do not achieve fault tolerance, i.e., it is assumed
that nodes belonging to the same cover set will never fail
or become unavailable during the set cover’s round.

In order to hide the occurrence of faults, or the sudden
unavailability of sensor nodes, some distributed
algorithms have been developed in [14,30,36,37,20,7].
The scheduling information is disseminated throughout
the network and only sensors in the active state are

(2013), http://dx.doi.org/10.1016/j.adhoc.2013.11.010

Please cite this article in press as: J. Bahi et al., Efficient distributed lifetime optimization algorithm for sensor networks, Ad Hoc Netw.



http://dx.doi.org/10.1016/j.adhoc.2013.11.010

J. Bahi et al./Ad Hoc Networks xxx (2013) xXx-xxx 3

responsible for monitoring all targets, while all other nodes
are in a low-energy sleep mode. The nodes decide cooper-
atively which of them will remain in sleep mode for a
certain period of time.

The authors in [24] leverage prediction to prolong the
network life time, by exploiting temporal-spatial correla-
tions among the data sensed by different sensor nodes.
Based on Gaussian Process, the authors formulate the issue
as a minimum weight submodular set cover problem and
propose a centralized and a distributed truncated greedy
algorithms (TGA and DTGA). They prove that these algo-
rithms obtain the same set cover.

Lifetime optimization using knowledge about the
dynamics of stochastic events has been studied in [17].
They present the interactions between periodic scheduling
and coordinated sleep for both synchronous ad asynchro-
nous dense static sensor network. They show that the
event dynamics can be exploited for significant energy sav-
ings, by putting the sensors on a periodic on/off schedule.
This work is based on the fact that leaving an area uncov-
ered some of the time may be acceptable, since an event
arriving when there is no active sensor may stay long en-
ough until a sensor becomes active.

In [18], the authors design a polynomial-time, distrib-
uted algorithm for maximizing the lifetime of the net-
work. They proved that the lifetime attained by their
algorithm approximates the maximum possible lifetime
within a logarithmic approximation factor. The proposed
algorithm seek to maximize the lifetime of sensor
networks by activating sensors based on their residual
energy content.

In [19], a general coverage algorithm, which also con-
siders the network connectivity is presented. The proposed
protocol, called Probabilistic Coverage Protocol (PCP),
works for the common disk sensing model as well as prob-
abilistic sensing model. To support probabilistic sensing
models, the authors introduce the notion of probabilistic
coverage of a target area with a given threshold 0, which
means that an area is considered covered if the probability
of sensing an event occurring at any point in the area is at
least 6. They prove the correctness of the protocol and pro-
vide bounds on its convergence time and message
complexity.

Although these algorithms enable applications to
achieve very good performance, they suffer from a com-
mon drawback, namely their reliance on the assumption
that the reliabilities of sensor nodes are not expected to de-
crease over time. In addition, no guarantee has been pro-
posed to ensure the fact that only one sensor node must
be in the active state for each monitoring zone. This leads
to situations where two neighboring sensor nodes may be
elected at the same time step, and decision of two neigh-
boring nodes may be the same. In this paper, we present
an efficient self-stabilizing algorithm to tackle the problem
of lifetime optimization in large-scale sensor networks.
This study differs from previous works for the following
reasons:

e We use a Weibull distribution [3,27,28] to take into
account wear-out failures and therefore to increase net-
work’s lifetime.

e We express an Upper-Bound of the actual number of
probe/reply messages exchanged during the network’s
lifetime optimization task.

e We orchestrate the tradeoffs relation between sensor
network’s reliability and the required number of cover
sets, i.e., we would like to determine, for a fixed reliabil-
ity threshold, what is the minimum number of cover
sets that can be used in the system’s coverage while
achieving the prescribed reliability of the sensor
network?

e We provide provable guarantees for the election pro-
cess of working nodes for each monitoring zone.

e Unlike earlier methods, we use a new concept of Self-
Stabilization to achieve significant energy savings.

3. Fundamentals and sensing model

We model the topology of a sensor network by an undi-
rected graph - the communication graph G = (V,E). Let V
be the set of nodes (the set of vertices), and E the links be-
tween nodes (the set of edges). The nodes are labeled
i=1,2,...,n, and a link between nodes i and j is denoted
by (i,j). The set of neighbors of node i is denoted by
N; = {j € V|(i,j) € E}, and the degree (number of neigh-
bors) of node i by #; = |Nj|.

We denote by R; and R, the sensing range and the radio
transmission range of a sensor node, respectively. We as-
sume that sensor nodes are deployed arbitrarily in an area
(region) of interest. Similar to [33,34,37], the entire region
is divided into square grids of side length w (see below for
the choice of ) and one sensor node is selected to be
awake in each grid. The maximum distance between any
two pairs of sensor nodes in adjacent grids is within the
transmission range of each other. The sensing and connec-
tivity models we adopt are as in [31,32]. It was proved in
[31,32] that if R. > 2 - R, then coverage implies connectiv-
ity. We deduce that in order to maintain coverage, the grid
size w must be chosen as:

o < R _ o < Re

V2T 22
Thus for a large area with size [ x [, it requires %22 sensor
nodes to operate in the active state to ensure complete
coverage. Nevertheless, in our approach the subdivision
of the monitored region into square grids is only per-
formed to get a better evaluation of the coverage perfor-
mance. In fact, our proposed algorithm can operate on
any arbitrary network topology.

4. The proposed algorithm

The goal of the algorithm that we propose here is to
maintain a critical level of performance, as nodes wear out
and degrade, by keeping a minimum number of sensor
nodes in the active mode in WSN. We suppose that we are
in the case of high density networks, and not all nodes par-
ticipate in the network functioning. Some nodes are in an
idle state because their coverage zones are actually covered
by active nodes. We consider that these idle sensors wakeup
periodically to check for eventual node failures and

(2013), http://dx.doi.org/10.1016/j.adhoc.2013.11.010

Please cite this article in press as: J. Bahi et al., Efficient distributed lifetime optimization algorithm for sensor networks, Ad Hoc Netw.



http://dx.doi.org/10.1016/j.adhoc.2013.11.010

4 J. Bahi et al./Ad Hoc Networks xxx (2013) xXx-xxx

therefore ensure their zones coverage. In case of failures,
they decide to pass to active mode and participate in the
network’s service. However, two questions arise here:

(1) How is the fault detection done?
(2) And how to replace the failed sensors?

Intuitively, when a sleeping node wakes up, it sends a
probe request message to check if there exist working
nodes in its vicinity. If no working nodes, it starts to oper-
ate in the active mode; otherwise, it sleeps again, but the
questions (1) and (2) stated above still raise the following
problems:

Problem 1. Since sensor nodes are not aware of their
neighbors, especially the number of sleeping/passive
nodes. How to adjust the wakeup period of these sensors?

Problem 2. During the network’s service, how to handle
the case where two or more sleeping nodes, would realize
at the same time that the working/active node is down?

4.1. Problem I - resolution

To compute node’s sleeping wakeup rate, we adopt a
Weibull distribution [3,27,28] to mitigate wear-out failures
and therefore to increase network’s lifetime.

In the following we give a brief description and analysis
of the Weibull distribution we use to derive reliable
scheme for lifetime optimization in WSN.

4.1.1. Future lifetimes distribution analysis

The Weibull distribution is a continuous distribution. It
has been widely used to model the hazard function for
many types of equipments/objects especially in the reli-
ability field [28]. The Weibull distribution’s popularity re-
sults from its flexibility and its ability to provide a
reasonably accurate failure analysis and failure forecasts.
The Weibull Probability Density Function (PDF) is

B t=\F
i) = %e’(ﬂ to, f,7>0
0 otherwise

where o > 0 is the scale parameter, 8 > 0 is the shape
parameter (it dictates the behavior of the failure rate func-
tion) and v is the location parameter. Note that, when the
distribution starts at t = 0, then y = 0. Thus, the Weibull

_ B
probability density function reduces to f(t) = a,rl e () for
t, o, >0 , and its Cumulative Distribution Function

(CDF)is F(t) = [Lf() =1 —e @',

Now, suppose that sensor nodes availability lifetimes
are represented as a random variable X with probability
distribution F, and let t be a non-negative real number.
The probability that a node will fail within the next x time
units given that it has been available for t time units is de-
fined as follows:

Fi(X) = Fxso(t+%) = 15550 £ > 0

From this function, which expresses the node’s future
lifetimes distribution beyond ¢, it is clear that if nodes

Bt

availability lifetimes follow an exponential distribution,
the amount of time a node has already been available has no
impact on how long it is likely to remain available. Formally:

FI{X > t+x}n{X > t}]

FiX)=FX>t+xX>1t]= FX > 1

_FX>t+x et
TTFX>1 | ex

=e ™ =FX > ¥

For this reason, the exponential distribution is called
memoryless. Thus, an exponential distribution is not appro-
priate for wear-out modeling since wear-out is not a
memoryless phenomenon.

The future lifetime distribution for a Weibull reduces to

Fu(x) = e ((#)-0))

This function clearly depends on t as well as x when
B # 1. When 0 < 8 < 1, the probability that a sensor node
will survive another time unit increases as t increases. For
B > 1, this probability decreases, and when 8 =1 the dis-
tribution reduces to an exponential and therefore memory-
less. Thus, a Weibull distribution is capable of modeling
different aging effects, depending on its shape parameter.

4.1.2. Node’s wakeup rate

Intuitively, nodes are initially in the sleeping mode.
Each node sleeps for a randomized amount of time gener-
ated according to a Weibull Probability Density Function

(PDF): f(t) = /’f;%le’(é)ﬂ, where 1 = is the probing rate of
the sensor node and t denotes its sleeping time duration.
We define a parameter o where . value is used to define
the initial average sleeping duration for each passive sen-
sor and therefore the aggregate rate of probe messages de-
sired by the application. The higher the frequency is, the
higher eventual failures will be detected/handled quickly,
but this leads to the increase of the number of involved
messages. To better adjust the probing rate, we must take
into account the nature of the application. For example, if
we have an application responsible for making tempera-
ture measurements every 1 hour, it is clear that setting
o will not be the same for an application whose function
is to detect a fire. As the number of sleeping nodes (passive
modes) is not known by other working nodes, the initial
value of o for each passive node is set to o.

To fine tune node’s sleeping wakeup rate, and unlike to
what has been presented in [36], the parameter / = Lis ad-
justed according to the following lemma:

Lemma 1. A node’s wakeup rate is monotonically increasing.

Proof. the probing rate is the conditional wakeup proba-
bility of a node during the interval t and t + At, given it
was in a sleeping state at time t. We denote it A(t), a func-
tion of time t, named probing rate function:

At) = g%%P(t <T<t+AlT >t) = : {(It?)(t)
fey  pe\"!
TR o <&> (M)
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where f(t) is the probability density function and F(t) is the
cumulative distribution function. For a given sensor node i,
at time t and t*, t* > t, its probing rates are /(t) and A(t*)
respectively. Obviously, according to formula 1 and g > 1,
we can get the result A(t*) > A(t), i.e,, the probing rate of
a node goes up with time. O

The advantage of self-adjusting the probing rate of each
sleeping sensor node is that this avoids two main problems:

(i) Asleeping sensor node does not need to know the num-
ber of its direct neighbors to adjust its probing
time; this avoids maintaining a current state of the
neighborhood, which is especially important in a harsh
environment where sensor nodes can fail suddenly.

(ii) No complicated coordination mechanism is needed

to perform sending messages between nodes.

4.2. Problem II - resolution

To the best of our knowledge, no realistic solution has
been proposed in the literature to ensure the fact that only
one sensor node must be in the active state for each mon-
itoring zone. The reason why there exists no realistic solu-
tion algorithm is that two neighboring sensor nodes may
be elected at the same time step, and decision of two
neighboring nodes may be the same. This paper aims at
filling this gap by proposing an efficient self-stabilizing
scheme to improve network’s lifetime. Indeed, the use of
such a scheme allow sensor network to gracefully degrade
in performance instead of failing unpredictably.

We need the following notations and definitions:

Definition 1. Let Id be a naming function of sensor nodes.
By Id(i), we denote the node identifier of i for each sensor
node i. Sensor node identifier [22] is unique if and only if
Id(i) # Id(j) holds for each i,j € V(i # j). Sensor node iden-
tifier is chromatic if and only if Id(i) # Id(j) holds for each
(i,j) € E. Sensor node identifier is anonymous if and only if
Id(i) = Id(j) holds for each i,j e V.

In the present work, we do not consider anonymous
sensor networks.

Definition 2. A sensor node can be in one of these three
states: active, wakeup or sleeping. The state of a node i is
denoted by S(i).

Definition 3. We say that a sensor node i is independent if
S(i) = active A (Vj € N; : S(j) = sleeping v wakeup) and
that i is dominated if (S(i) = sleeping v wakeup)A
(F € Ni)(S(j) = active)

In the following section, we give a fully distributed self-
stabilizing algorithm for lifetime optimization in a wireless
sensor network. We first focus on the legitimate state for-
mulation and next, we present the algorithm, which con-
sists in only two rules, and give the correctness proofs.

4.2.1. Problem formalization
Let G = (V;E) the graph modeling the sensor network.
Let Z={z1,25,...,z} be the set of monitoring zones to

be covered and S = {1,2,...,n} the set of sensor nodes.
Each zone in Z has to be covered by at least one sensor
node in S. We call ¢, the set of neighbor-sensors of zone
z4,1 < u < k. Each neighbor-sensor j € ¢, is capable of mon-
itoring the zone z, (monitoring every point ¢ in z,),
formally:
Vgez, Vjety:dqj)<R, &CS z €z,
where d(q,j) denotes the distance between point q € z, and
Sensor j.

With respect to Problem I, the legitimate state (let
denote it A) of the network is then expressed as follows:

Vz, € Z:3i,j € £,|S(i) = S(j) = active = i =

In other words, each monitoring zone is covered by at
most one sensor node.

4.2.2. Self-stabilizing algorithm

In the following we present the algorithm. We assume
distributed/asynchronous scheduler under composite
read/write atomicity [13]. We also assume sensor node
identifiers to be unique.

The following notations are also given for the predicates
of node i

- A(i): Active neighbor: 3j € ¢,(i), S(j) = active.

- A’(i): Active neighbor with lower Id: 3j € ¢4,(i),
S(j) = active A1d(i) > 1d(j).

- W*(i): Wakeup neighbor with lower Id: Jj € ¢,(i),
S(j) = wakeup A Id(i) > 1d(j).

The self-stabilizing algorithm uses the following two
rules:

ri: If  (S(i) = wakeup A A(D)) v (S(i) = active A A" (1))
then S(i) < sleeping

ry: If S(i) = wakeup A - A(i) A =W (i) then S(i) < active

4.2.3. Self-stabilization proofs

Lemma 2. Every monitoring zone z, is eventually covered by
at most one sensor node.

Proof. This is ensured by the rule r; i.e. if there are two or
more active nodes in the same zone, only the one with the
lowest Id will remain active. O

Lemma 3. If a node has executed r,, then it and each one of
its neighbors will execute at most one more rule until their
next wakeup, and this rule will be r;.

Proof. Letibe a node that executed r,. When node i passes
to active state, all its neighbors are either in sleeping or
wakeup state. So we have two possible scenarios: (i) neigh-
bors in sleeping state: there is no conflict in this case. (ii)
neighbors with wakeup state: those neighbors have a
higher Id thani. O
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Lemma 4. When a node is not sleeping, it can make at most 2
moves.

Proof. It is easy to see that each rule can be executed at
most once by a node. Hence, the only case when a node
makes two moves is when it executes r, then r; with an
active state. O

Theorem 1. The proposed algorithm is self-stabilizing with
respect to A within 2n moves.

Proof. This follows from Lemma 2 to Lemma 4. O

Corollary 1. For sensor networks with chromatic node identi-
fier, the proposed algorithm is self-stabilizing with respect to A.

Proof. When a sleeping node wakes up, it sends a probe
request message to check if there exist working neighbor
nodes in its vicinity. If more than one sensor is candidate
to become active at the same time, node’s decisions for
the tie break resolution are taken by comparing its identi-
fier only with the identifiers of its neighbors even if two or
more neighbors of a node have the same identifier. Hence a
result. O

5. Theoretical analysis
5.1. Message complexity analysis

When we deal with unreliable communications, the
asynchronous mode of the proposed algorithm presents
the major advantages of allowing more flexible communi-
cation schemes. They are less sensitive to the communica-
tion delays and to their variations.

As our scheme do not rely to any node synchronization,
and according to rules r; and r,, losses do not prevent the
progression of the self-stabilizing process on both the sen-
der (wakeup) and receiver (working) nodes, i.e., the probe/
reply messages loss is absorbed/supported by the two rules
of the algorithm.

In the following, we give an Upper-Bound of the actual
number of probe/reply messages exchanged during the net-
work’s lifetime optimization task.

Theorem 2. The number of probe/reply messages involved by
the algorithm is at most:

Ri

max; t." .

Olnmx———1 |, 1<i<n,
min; min;4;;

1<j<k

where n is the number of nodes, m is the number of virtual
communication links, t?f is the reliable life of node i and 4;
is the jth sleeping period time of node i.

Proof. The reliable life, ¢, of the node i, 1 <i<n for a
specified reliability R;, starting the mission at age zero, is
computed as follows:

i

3
R,fl—F( H=e :>ln72i—<7> élnﬁ

A\ B 1 R, 1
t?’ 1\7 ti ' R 1\7
= (oc) (h’n,) =g 7= “(‘“m)

This is the life for which the sensor node i will be func-
tioning successfully with a reliability of R;.

According to node’s sleeping periods subdivisions of the
time, we have:

O=t<th<th<---<t=t

Let 4, = [t,-1, t[, 1 < p < k denote the pth sleeping per-
iod time. Thanks to Lemma 1, a node’s wakeup rate is
monotonically increasing, i.e., the sleeping time period
decreases with time. This implies that the probing process
of node i costs at most

R;
O =—t—
min; 4 |

probing message issued from node i we may have the

i

1<i<n1<j<k In addition, for each
corresponding reply messages from its working neighbors.
This cost is at most O(|N;|). Therefore, from the point of
view of node i, the number of probe/reply message is at
most O<|N | x

Ri

lTlll'l A

Finally, summing up for the whole n sensor nodes, the
algorithm’s message cost is at most

o35 <[

max;t’ ,
X 5 < 1
min;min; 4;;

max; tF* is
X =1
min; min; 4;;

Theorem 3. The upper bound O(nm
attainable.

Proof. To see that this bound is really attainable, consider
a linear chain graph of only two sensor nodes s; and
sy (n=2). We need to orchestrate the involved communi-
cations between these nodes in time. Let f = 1 and assume
that s; is working and s; is in the passive state. If t]" =t}
(s1 and s, start functioning and will fail at the same time),
then the whole number of probe-message issued from s, is

2, where 4, is the constant sleeping time period of s,.
Since, both s; and s, have the same life for which nodes
will be functioning successfully, node s; will reply for each
probing message issued from s,. As a result, the whole
number of involved probe-request/reply message before

the failure of s; and s; is nmx%fZXQ O
1 2 min;min;4;; A"

Corollary 2. If B =1, then the number of probe/reply mes-
sages involved by the algorithm is at most:

I i

tr
O(nmxmaxi‘), 1<ign
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Proof. the proof is straightforward since the sleeping time
period 4; of the sensor node i is constant in time (exponen-
tial case). O

5.2. Reliability analysis

The reliability of the sensor network system (Rsy)
reflects its tolerance to sensor node failures. It is the
dominant factor of quality of services of sensor networks
because it gives us the information about the system’s
survival over time.

In the following, we consider the case of mutually exclu-
sive sets of sensor nodes, where the members of each of
those sets together completely cover the monitoring zones.
The intervals of activity are the same for all sets, and only
one of the sets is active at any time to provide continuous
service while the remaining sets are scheduled to sleep.

We need to orchestrate the tradeoffs relation between
sensor network’s reliability and the required number of
cover sets, i.e., we would like to determine, for a fixed reli-
ability threshold, what is the minimum number of cover
sets that can be used in the system’s coverage while
achieving the prescribed reliability of the sensor network?

Theorem 4. Let f; be the failure probability of a node s € S.
The minimum number of cover sets to meet the prescribed
reliability threshold Rgy of the sensor network system is

= 108 (i) . 1<j<al

log <glli__r,;Hj(1 —f;)>

where 7 is the maximum number of mutually exclusive
cover sets C;.

Proof. A cover set is considered “complete” if and only if it
contains the necessary sensor nodes to cover all zones. This
is logically equivalent to a serial connection of components
which turn up in many different systems. Thus, the overall
reliability of a given cover set C; can be calculated as the
probability of all nodes executing successfully. In other
words, it is the product of the individual reliabilities:

IT == I a-%

1<j<IGl 1<<(G

Similarly, the algorithm’s coverage is successful if and
only if each cover set is operational (no failure) while it
is covering its monitoring zones.

Intuitively, the maximum number of mutually exclu-
sive cover sets 71 is given/defined by the size of the smallest
set of sensors covering a monitoring zone. Formally:

n= ufllllﬂlfu\
As a result, the reliability of the sensor networks (SN) is

the probability that the algorithm coverage can run suc-
cessfully during the mission. Formally:

Rov = [[IIR =TIIT(1-£), 1<i<n 1<j<|C
J i

i

The computation of the number of cover sets is based
on the following condition:

Rsnv = Ry (2)
We have,

Rev = [[[1(1 =) = [[min] [(1 - £)
L 1mnl

From (2), we get
"
Ry < HE]”;;H“ -f) = <lm]1r}7H(1 _f1)> = log (Rey)
i J J
<1 x log <,rr}11}71:[(1 —fj)>

We obtain
"> .log (R;N)
log (mlni:]“.ﬂHj (1 _f}))

Finally, we derive the minimum number #* of cover sets

0= log (Rsy)
log (mini:]...ﬂHj (1 _f;)>

, 1<j<Gl O

6. A brief description of PEAS and PCP protocols

In order to compare our algorithm to PEAS [36] and PCP
[19] protocols, which are the closest works to the one pre-
sented in this paper, we briefly outline here the main fea-
tures of these algorithms.

6.1. PEAS algorithm

Initially, nodes are in the sleeping mode. Each node
sleeps for an exponentially distributed time generated
according to a Probability Density Function (PDF)
f(t) = 2e~*, where /. is the probing rate of the sensor node
and t denotes its sleeping time duration.

The inter-wakeup time of each sleeping node
i, 1 <i< nis related to an exponential law with parame-
ter 4; and probings from different sleeping neighbors con-
struct a Poisson process with parameter £, the sum of all
sleeping nodes’ rate ; : 4 =Y ;4. When a sleeping node
wake-ups, it sends/broadcasts a ping-req message. Thus,
the working sensor node can perform the enumeration of
the whole ping-req messages received from the passive
sensors and therefore the total number of probing
messages.

Each working sensor node maintains two parameters:
(i) K a counter that records how many ping-req messages
have been received, and (ii) t, the most recent time when
K is set to 0. When the working node hears the first ping-
req message, it sets the counter K to 0, and ¢, to the current
time t. After that, each time it receives a new ping-req mes-
sage, the counter is incremented by one until a threshold
value is reached. The threshold K, determines the accuracy

(2013), http://dx.doi.org/10.1016/j.adhoc.2013.11.010
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of the estimation. In [35], it is shown that a value K > 16
allows an approximation with an error of 1%. Once K is
reached, a measurement Jgsimatea Of the actual probing rate
4 is computed as follows: Agsimated = tf—to where t is the cur-
rent time. The above process is repeated after setting t, to t
and reseting the counter to 0.

Upon receiving a ping-ack reply message from the
working node, a probing node i updates its actual probing
rate J; by taking into account the received

JEstimated © A" «— i -—2—, Then, a new sleeping period is

i ZEstimated
generated by using the new computed parameter "
according to the PDF function: f(t) = A""e*""t,

Unlike PEAS protocol, the main advantage of using the
Weibull distribution instead of the exponential model is
that Weibull law natively takes into account the wear-
out of sensors, thus progressively increasing the rate of
wake ups over time in an implicit manner. The exponential
model on the other hand provides a constant average of
wake ups over time and the update of this rate can only
be done explicitly by exchanging messages between nodes
and hence consuming more energy we want to save.

6.2. PCP algorithm

The idea of PCP is to activate a subset of deployed
sensors to form an approximate triangular lattice over
the area to be covered. PCP works in rounds of R seconds
each. R is chosen to be much smaller than the average
lifetime of sensors. In the beginning of each round, all
nodes start running PCP independent of each other, then
a number of messages will be exchanged between nodes
to determine active/sleep nodes. PCP refers to the dis-
tance between the vertices of the triangular lattice as
the maximum separation between working nodes, and it
is denoted by s. The value of s is computed from the sens-
ing range r; of sensor nodes. In the disk sensing model,
the maximum separation is set to v/3rs as it has been
shown in [4].

Under the exponential sensing model, to ensure that the
probability of sensing at the least-covered point is at least
the coverage threshold parameter 6, the authors compute

. . In ]—\;1—0
the maximum separation, s, as: v/3( rs — %) where

o is a factor that describes how fast the sensing capacity
decays with distance. From this equation, it is clear that
if we set o = oo, then the exponential sensing model re-
duces to the disk sensing model.

Unlike our algorithm, PCP protocol assumes nodes to
have positioning informations. This helps to construct a tri-
angular lattice allowing high performance for the coverage
issue. The algorithm we develop is completely distributed
and does not need to know the positions of any sensor
node in the network.

7. Simulation results

In this section, we discuss some results through simula-
tions. We consider a flat grid topology of 10 by 10 i.e. 100
monitoring zones. We vary the number of sensors between
200 and 1600 nodes. Since sensors are uniformly distrib-
uted on the monitoring area, the density of sensors at each
zone varies between 2 and 16.

The performance evaluation considers four aspects: (i)
Network lifetime evolution (see Fig. 1); (ii) Effective mon-
itoring time (see Fig. 2): this measure is related to the time
between the death of the active node in a monitoring zone
and its replacement; it is expressed in (%); (iii) Total num-
ber of messages (see Fig. 3)); and (iv) Number of awaken-
ings per inactive sensors (see Fig. 4). Obtained results are
compared with PEAS protocol [36] (to the best of our
knowledge, PEAS protocol is the closest work to the one
presented in this paper) and to PCP protocol [19]. Here,
we use an optimistic implementation configuration for
both PEAS and PCP, i.e, we assume that links are faithful/
faultless and loss-less (recall that our algorithm does not
need such assumptions, see Section 5.1).

200

Time

0 : 1 1 1
200 400 600 800
Nodes

1000 1200 1400 1600

Fig. 1. Lifetime evolution.
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Fig. 2. Effective monitoring time.
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Fig. 3. Total number of messages.

All the four aspects are studied according to different
network sizes (densities) and the factor g which is fixed
respectively to 1.05, 1.2 and 1.5. Moreover, the parameter
o is aligned on the average lifetime of a sensor (which is
calculated according to the battery capacity). In our tests,
it is fixed to 10 time units. The referential case is when
there is no inactive sensors at the initialization. Hence,
each monitoring zone contains exactly 1 sensor (100 sen-
sors in the network). In this case, the obtained network
lifetime is 10, the number of awakenings is 0 (since there
is no inactive sensors) and the effective monitoring time
is 100%.

First, we compare with PEAS. We can observe that for
the effective monitoring time, the choice of the value of
is important. In fact, if § = 1.05, the behavior is similar to
PEAS but slightly improved. Moreover, according to the dif-
ferent values of the network’s density, the parameter f be-
haves differently. From the obtained curves, we can see
that for values between 200 and 500 nodes, g = 1.05 is
the best choice, from 500 to 800 nodes, p = 1.2 gives the
best performance, and finally, from 800 to 1600, it is
B = 1.5 that outperforms the others. The global network
lifetime evolves similarly for all considered configurations
until 800 nodes, then we can observe that PEAS protocol
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Fig. 4. Awakenings per node.

gives the longest lifetime. This is due to the fact that there
are more gaps in the effective monitoring time, hence the
global time will be improved but with less effective moni-
toring time. Moreover, the difference is at most about 5%.
Our protocol benefits from its self-stabilization mechanism
to optimize the number of exchanged messages. Thus, the
protocol we proposed consumes less messages than PEAS.
In addition, the number of wake-ups is quite similar for all
configurations.

Let us now consider PCP. As it was predictable, PCP
gives the highest performance for the covering metric. This
is due to the triangular lattice structure of activated nodes
that guarantee high covering quality. However, our proto-
col remains close to PCP performance especially for higher
density configurations, from 800 to 1600, where the differ-
ence reaches only 5% as shown by Fig. 1. However, in global
network lifetime and message consumption, our proposi-
tion behaves much better as illustrated by Figs. 2 and 3.
In addition, the number of wake-ups is closely related to
global network lifetime as shown by Fig. 4

8. Conclusion

In this paper, we have addressed the problem of lifetime
optimization in wireless sensor networks. This is a very
natural and important problem, as several unexpected
node failures may occur during the network’s service. To
cope with this problem, a distributed self-stabilizing and
wear-out-aware algorithm is presented and theoretically/
experimentally analyzed. Our algorithm seeks to build
resiliency by maintaining a necessary set of working nodes
and replacing failed ones when needed. The proposed algo-
rithm is able to increase the lifetime of wireless sensor net-
works, especially when the reliabilities of sensor nodes are
expected to decrease due to use and wear-out effects. Thus,
we conclude that the use of such a scheme offers the po-
tential to extend system life and allow sensor network

platforms to gracefully degrade in performance instead of
failing unpredictably.
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