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Abstract

The network topology changes frequently in ad-hoc networks. Some on-demand protocols with multi-paths or backup routes have
been proposed to improve the performance in ad-hoc networks. AODV-BR scheme improves AODV routing protocols by constructing a
mesh structure and providing multiple alternate routes. The algorithm establishes the mesh and multi-path using the RREP of AODV,
which does not transmit many control messages. In this paper, we propose two schemes: AODV-ABR and AODV-ABL to increase the
adaptation of routing protocols to topology changes by modifying AODV-BR. In AODV-ABR, the alternative route can be created by
overhearing not only RREP packets but also data packets. AODV-ABL combines the benefits of AODV-ABR and Local repair. Finally,

we evaluate the performance improvement by simulations.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

In recent years, the progress of communication technolo-
gy has made wireless device smaller, less expensive and more
powerful. Such rapid technology advance has promoted
great growth in mobile devices connected to the Internet.
There are two variations of wireless networks: infrastructure
networks (as shown in Fig. 1) and ad-hoc networks (as
shown in Fig. 2). In infrastructure wireless network, there
exists a base station (BS) or an access point (AP) to be the
portal of wireless devices. Ad-hoc network [3,5,15] s a self-
organized, dynamically changing multi-hop network. All
mobile nodes in an ad-hoc network are capable of communi-
cating with each other without the aid of any established
infrastructure or centralized controller. Each mobile station
has a function for routing messages.

The routing protocols supported in infrastructure wire-
less networks are suitable for one-hop wireless transmis-
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sion. Many of them cannot be applied directly to the
communication in ad-hoc networks because of the charac-
teristics of wireless communication, such as the mobility
of wireless nodes. The mobility of wireless nodes will
cause the change of network topology. In [25,26], the
authors introduced new mechanisms to adapt to the
topology variation. The routing algorithm has to react
to the topology changes as soon as possible. So, the com-
munication path can remains connected. Many routing
protocols have been proposed for ad-hoc networks
[2,4,16,17,19,21]. These routing protocols can be divided
roughly into two types, table-driven and on-demand rout-
ing protocol [19]. Table-driven routing protocols, such as
Destination-Sequenced Distance-Vector routing (DSDV)
[17], attempt to keep a global picture of network topology
and respond to topological changes by propagating
update messages throughout the wireless network. One
or more tables are required to maintain consistent, up-
to-date routing information for each node in the wireless
network. In a highly mobility network environment, to
maintain the routing information fresh causes heavy
overheads.
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Fig. 2. An ad-hoc network.

Recently, the on-demand routing protocols for ad-hoc
network are appealing because of their low routing over-
heads and effectiveness when the frequency of route re-es-
tablishment and the demand of route queries are not
high. The route is created only when it is desired by the
source node in the on-demand routing protocols. Many
on-demand routing protocols have been proposed in
[4,14,16,21]. High routing overheads usually have signifi-
cant impacts on performance in low-bandwidth wireless
links. Therefore, the reactive on-demand routing algo-
rithms where routing paths are established only when
required are the recent trend in ad-hoc networks, such as
the Ad-hoc On-Demand Distance-Vector (AODV) routing
protocol.

In the AODYV protocol, there is only a single path estab-
lished during the transmission. Therefore, when the trans-
mission path fails, data packets are simply dropped by
nodes along the broken path. For a time sensitive traffic,
it’s not acceptable to drop too many packets in the period
of path failure. For TCP connections, due to packets drop-
ping, it may reduce the performance considerably. Many
on-demand protocols with multi-paths or backup routes
have been proposed in order to alleviate these problems
[1,6-13,21-26]. Multi-path and backup routes could be
formed by many different ways. New route discovery is
needed only when all paths fail. This could reduce both
route discovery latency and routing overheads. Multiple
paths can also be used to balance loads by forwarding data
packets on multiple paths at the same time [7]. In this

paper, we propose two schemes: AODV-ABR (Adaptive
Backup Route) which takes advantage of overhearing of
RREP and data packets and AODV-ABL (Adaptive Back-
up Route and Local repair) which integrates the local
repair scheme into AODV-ABR. Both schemes can
increase the adaptation of routing protocols to topology
changes.

The rest of this paper is organized as following. In Sec-
tion 2, we review some related works. In Section 3, our
schemes are proposed. Section 4 presents the simulation
results. Finally, Section 5 summarizes key results and
issues.

2. Related works

The Ad-hoc On-demand Distance-Vector (AODYV) rout-
ing algorithm [14,16] is a routing protocol designed for ad-
hoc mobile networks. AODYV is capable of both unicast
and multicast routing. It maintains these routes as long
as they are needed by the source node. Operations of uni-
cast routing on AODV can be simply divided into three
parts: route request, route reply and route maintenance
[14,16].

When the node mobility speed rises or the transmission
path is long, the probability of link failures in active routes
also rises. The source node may encounter another link
failure before current failure fixed. Therefore, to improve
the transmission performance, a local repair mechanism
[1] has been added to AODYV which tries to repair the link
error without informing the source node and interrupting
the data delivery. The upstream node of the broken link
will initiate the local repair process. It broadcasts a RREQ
for the destination. The process may cause the flooding of
RREQ messages to the entire network. To limit the hop
count of the repaired path, the TTL field of the RREQ
message which is broadcasted by the upstream node of
the broken link will be set to a limited number which is
the last known distance to the destination plus a small val-
ue [1]. On the other hand, to prevent the forming a loop,
the new sequence number, incremented by one, for the des-
tination is also assigned to the RREQ. If the RREQ is
delivered to the destination successfully, a substitute path
is established. If the first attempt of route repair is unsuc-
cessful, the upstream node of the broken link will send a
RERR to the source node. After receiving the RERR,
the source node will initiate a new route discovery process.

Based on AODYV routing protocol, Sung-Ju Lee and
Mario Gerla proposed a new scheme called AODV-BR
(Backup Route) [8] which can improve the performance
of the AODYV routing protocols by constructing a mesh
structure and providing multiple alternate routes. When
establishing the mesh and looking for multi-path routes,
the algorithm takes advantage of the RREPs (Route
Replies) messages of AODV without generating additional
control messages. In AODV-BR [8], the alternate routes
are constructed by the RREP packet. Each neighboring
node overhears the RREP packets and records the source
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of one of RREP packets as the next hop to the destination
into its alternate route table. Fig. 3 shows the construction
procedure of alternate route table. The established mesh
structure of the primary route and the alternate routes
looks like a fish bone as shown in Fig. 4.

In AODV-BR [8], the establishment of alternate routes
rely on the overhearing of Route Reply (RREP) messages.
No additional messages are required during the establish-
ment of alternate routes. With the help of these backup
routes, AODV-BR can offer more stable connections than
AODYV can. However, AODV-BR has to pay extra efforts
in the maintenance of alternate route tables and in route
recovery. This cost needs to be taken into account when
we consider the benefits it can gain. AODV-LR tries to
repair the link error without informing the source node
and without the disruption in the data delivery. The trans-
mission performance can be improved because of that no
data retransmissions from the source are required if link
failures can be repaired locally. However, the local link
repairs might increase the hop counts of the data path
and then enlarge the end-to-end delays. To this problem,
a threshold can be used to decide which policy should be
taken — to start a local repair process or to conduct a
new route discovery process. Our approach possesses posi-
tive attributes from both AODV-BR and AODV-LR. The
alternate routes are established by the help of overhearing
the RREP messages and the data packets. In addition to
possible topology variations, local repair scheme with a
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Fig. 3. The procedure of alternate route construction in AODV-BR.
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Fig. 4. A fish bone structure formed by the primary route and alternate
routes.

triggering threshold is also added into our schemes to
improve the transmission performance. The detailed oper-
ations will be explained in Section 3.

3. AODV-adaptive backup routing (ABR) and AODV-
adaptive backup with local repair routing (ABL)

In AODV-BR, it is appropriate to construct the alter-
nate paths during the route reply phase. It makes the man-
agement and maintenance of alternate paths easier.
However, when the topology changes more dramatically
(i.e., the speed of movement increases), those alternate
paths which were constructed during the reply phase may
also be broken when the primary route fails. Because the
network topology changes frequently in ad-hoc networks,
it certainly will need a routing protocol which is more
adaptive to the topology variations.

In our proposed mechanism, the operations are similar
to the original AODV. Therefore, each routing table and
alternate route table also contain following information
[1,14,16]:

e Destination

e Next hop

e Hop count

e Destination sequence number
o Expiration time

Next, we will describe the operations of AODV-ABR
which are different from the original AODYV. The detailed
algorithms are listed in appendix.

3.1. AODYV with adaptive backup routing (AODV-ABR)
protocol

In AODV-BR, a route is time out when the node cannot
overhear data packets transmitted by the next node to the
destination as indicated in the alternate route table. We
extended this technique to construct the mesh structure.
In addition to constructing alternate routes by overhearing
RREP packet, the mesh structure also can be created by
overhearing the data packets transmitted from neighbor
nodes. In this way, we can increase the adaptation of rout-
ing protocol to topology changes without transmitting
many extra control messages. In original AODV protocol,
the RREQ and RREP messages contain the information of
hop count. Our proposed mechanism also keeps the infor-
mation of hop count in the routing table and alternate
route table, as shown in Fig. 5. Also, the hop count infor-
mation must be added into the header of data packet.
When a node is looking for the routing table, the hop count
information has to be updated before forwarding the data
packet.

Fig. 5(a) shows the establishment of the primary and
alternate routes when the RREP reaches the source node
S. Fig. 5(b) illustrates the extended usage of “data over-
hearing” to construct another alternate routes. After a
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Fig. 6. Extra packet transmissions in AODV-BR.

period of time, node B is out of the radio range of node F
and node C moves into the radio range of node F. When
node B does not overhear data packets that were transmit-

ted by node F to the destination for a timeout interval,
those routing information in alternate route table of node
B will be removed. And node C will record node F as the
next hop to the destination in its alternate route table after
overhearing data packets that were transmitted by node F
to the destination. Algorithm 1 in Appendix shows the
peeking procedure for AODV-ABR.

3.2. Broken link repair

When a node detects a link failure in AODV-BR, it will
perform a one-hop data broadcast to its neighbors which
forwards those packets to destination via alternate route,
and then also send a RERR packet to the source node to
reinitiate a route discovery. The “one-hop data broadcast™
will result in poor effectiveness under heavy traffic net-
works because it will create some unnecessary and dupli-
cated data packets delivered through the alternate routes.
Fig. 6 is an example showing this problem. When the link
between node A4 and node B failed, node 4 broadcasts the
data packets to its neighbors via alternate paths. Then
nodes /, 2 and 3 will relay those data packets to the desti-
nation node. Those redundancy packets will result in heavy
load especially in heavy traffic condition.

On the contrary, when a node detects a link break in
AODV-ABR, it will perform a handshake process with
its immediate neighbors to repair the broken route instead
of a one-hop data broadcast to its immediate neighbors.
The handshake process is accomplished by two one-hop
control signals: BRRQ (Backup Route Request) and
BRRP (Backup Route Reply). The format of BRRQ and
BRRP messages are shown in Fig. 7. BRRQ is a broadcast
message which contains the destination IP of the transmis-
sion path, the originator IP and an ID for this message.
BRRP is a unicast message which contains the BRRQ’s
ID, the IP of the node which responds to the BRRQ, the
IP of the node which initiates the broken-link-repair pro-
cess and a hop count field that indicates the distance to
the destination. Therefore, according to the hop count,
the upstream node of the broken link (originator) can select
a shorter alternate route. Fig. 8 is an example showing how
this process is accomplished. When the link break occurs
between node B and node C (see Fig. 8(a)), node B will
broadcast a one-hop BRRQ signal to its immediate neigh-
bors. Then node E and node F will reply a one-hop BRRP
signal with the hop count to the destination to node B.
Those replied signals notify node B that it can transmit

ID | Destination IP | Originator IP

(a) Backup Route Request (BRRQ) message

ID | Originator IP | Transmitter IP | Hop Count

(b) Backup Route Reply (BRRP) message

Fig. 7. The format of BRRQ and BRRP messages.
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Fig. 8. Re-route of data packets in AODV-ABR.

the data packets to the destination through node E or node
F by alternate routes. In Fig. 8(b), node B will choose node
F as the next hop to destination according to the hop
count, and then transmit data packet to node F. Node B
will update its routing table to reflect this change and node
F will also copy the routing information from the alternate
route table to the routing table (see Fig. 8(c)). Then the
broken link is repaired. However, in Fig. §(a), if node B
does not receive any reply signal after a waiting period, it
will transmit a RERR signal back to the source node.
The source node will reinitiate a new route discovery pro-
cess. Algorithm 2 shows the handling procedure when a
link break occurs. Algorithm 3 shows the handling proce-
dure when a BRRQ is received.

A transmission loop has to be prevented when trying
to establish an alternate route. The upstream node of

the broken link will broadcast a BRRQ message and wait
for a BRRP message. The BRRQ packet will be respond-
ed by the node which has an alternate route in its alter-
nate route table only when the BRRQ packet is not
transmitted by the next hop node to the destination.
When the upstream node of the broken link receives a
BRRP message, the broken link will be repaired as
described above.

In AODV-ABR, an aging technique is also used for
alternate route maintenance. If the node that provides the
alternate route can overhear data packets transmitted by
the next hop node to the destination, it will renew the path
information. If the renewal period of the alternate path
overruns a timeout interval, it means that the alternate
path is no longer required or the node is out of the trans-
mission range of its next hop to the destination. The node
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removes the alternate path entry from the alternate route
table.

3.3. AODV-ABL: combination of ABR and Local repair

When analyzing the difference between AODV-LR
(Local Repair) and AODV-ABR, we find that AODV-
LR will repair the link locally if the broken link is not
far away from the destination, but AODV-ABR could
repair the link anywhere along the primary route if alter-
nate routes exist. However, the searching range of repair
in AODV-LR is wider than AODV-ABR, which means
AODV-LR has a higher probability to find an alternate
route to the destination than AODV-ABR. Therefore, we
combine AODV-ABR with the Local repair algorithm,
and propose a scheme called AODV-ABL (ABR and Local
repair). When the distance between the broken link and the
destination is not farther than MAX_REPAIR_TTL hops
[1], AODV-ABL would try to repair the link by broadcast-
ing a RREQ control signal, just as AODV-LR, and if the
broken link is far away from the destination (i.e., the dis-
tance is larger than MAX_REPAIR_TTL hops), AODV-
ABL will repair the link by a handshake process with
immediate neighbors. Algorithm 4 shows the handling pro-
cedure when a link breaks in AODV-ABL.

4. Simulation and analysis
4.1. Simulation environment

In this section we simulate an ad-hoc network by mod-
ifying GloMoSim network simulator [18,20] to investigate
the performance of our proposed schemes. Totally, 30 dif-
ferent scenarios are simulated and the results are averaged.
The simulation environment is a 1500 x 300 square meters,
where 50 nodes are randomly distributed. Node pairs are
randomly selected to generate CBR/UDP traffic. Channel
bandwidth is 2 Mbps. The path loss model is Two-Ray
Ground Model. The CBR data packet size is 512 bytes
and the packet rate is 4 packets per second. The detailed
simulation parameters are listed in Table 1. The random
waypoint mobility model is used in our simulation. Each
node randomly selects a position, and moves toward that
location with a randomly generated speed between the min-
imum and the maximum speed, which is 0 and 20 m/s,
respectively. Once it reaches that position, it becomes sta-
tionary for a predefined pause time. After that pause time,
it selects another position and repeats the process as men-
tioned above. We change the pause time to simulate differ-
ent mobility rates. The pause time is set from 0 to 300 s.
When the pause time is equal to 300 s, it means all nodes
stay still during the simulation. We would also like to pres-
ent the performance when there is no movement for every
node. According to the suggestion in [1,14], the value of
MAX REPAIR_TTL is set as following equation:
MAX_REPAIR_TTL =0.3 * NET_DIAMETER, where
NET_DIAMETER is the maximum possible number of

Table 1

Simulation parameters

Parameter type

Parameter value

Simulation time 300 s
Simulation terrain 1500 x 300 m
Number of nodes 50

Mobility model Random waypoint
Mobility 0~20m/s
Temperature 290 K

Path loss model Two-ray
Radio frequency 2.4 GHz
Channel bandwidth 2 Mbps
MAC protocol 802.11
Transmission range 250 m

CBR data sessions 10

CBR data rate
Packet size

4 packets per second
512 bytes

hops between two nodes in the network. In a real-life sce-
nario, the NET_DIAMETER can be estimated according
to the hop count from the source to the destination which
can be discovered during the route discovery process. In
our simulation NET_DIAMETER is approximate equal
to eighteen. Therefore, for simplicity, we predefined
MAX _REPAIR_TTL as 5 hops.

4.2. Packet delivery ratio

In this section, we present the throughput in packet
delivery ratio. Packet delivery ratio is defined as the total
amount of data received divided by the total amount of
data transmitted during the simulation. We will compare
the five schemes: AODV, AODV-BR (Backup Route),
AODV-ABR (Adaptive Backup Route), AODV-LR
(Local repair), and AODV-ABL (combination of ABR
and LR) in different pause time. Simulation results are
shown in Fig. 9. Longer pause time implies less mobility.
Therefore, we can see that packet delivery ratio is higher
as the pause time increases.

Because AODYV simply drops data packets when a route
becomes disconnected, the packet delivery ratio of AODV
is the worst one among the five schemes. AODV-BR only
overhears the RREP message and simply uses the alternate
routes to redirect the data packets to go around the broken
link. Then it initiates a new route discovery process. The
duplicate transmissions through different alternate routes
may cause serious collisions and reduce the packet delivery
ratio. AODV-ABR constructs the mesh structure by over-
hearing both the RREP message and data packets. It is
more adaptive to the variation of network topology. There-
fore, the performance of AODV-ABR is better than
AODV-BR. In Fig. 9, we notice that AODV-ABR has
better performance than AODV-LR when pause time is
longer than 100s. In a short pause time environment,
which means the network topology varies frequently,
AODV-LR performs a local repair when the distance to
the destination is not farther than MAX REPAIR TTL,
or initiates a new route discovery. Therefore, the established
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Fig. 9. Packet delivery ratio.

route in AODV-LR is better than the route built in
AODV-ABR in a frequently varying environment. When
the pause time is longer than 100 s, AODV-ABR performs
better than AODV-LR. AODV-ABL attempts to transmit
packets with either adaptive backup routing or local repair
in the presence of a route break. It takes the advantages of
both AODV-ABR and AODV-LR. Hence, AODV-ABL is
able to delivery more packets to the destination than
another four schemes.

4.3. End-to-end delay

The result of end-to-end delay is presented in Fig. 10.
We only measure delays for data packets that reach their
destination successfully without considering the cost of
route rediscovery process. If we take into account the cost
of route rediscovery, the number of re-initiation of new
route discovery will tremendously affect the transmission
performance. Our proposed schemes effectively reduce the
overhead of reinitiating route discovery process. However,
we ignore the effect of the route rediscovery process and
focus on the end-to-end delay. Because AODV and

AODV-BR will re-construct the primary route in the pres-
ence of route breaks, the routes for packet deliveries are
almost the optimal paths from the source to the destination
during the transmission. Therefore, the End-To-End Delay
is shorter than other schemes. However, in order to deliver
more packets to the destination, AODV-ABL, AODV-LR
and AODV-ABR try to repair the broken route locally.
The transmission path may go through a long distance
from the source to the destination when several link fail-
ures occur. Some modifications can be made, such as set
a threshold for the number of route repairs. When the
number is over the threshold, a new route discovery pro-
cess will be initiated to establish a near optimal route for
the current network topology. This may improve the delay
performance of AODV-ABL, AODV-LR and AODV-
ABR.

4.4. Hop counts
Fig. 11 illustrates the average hop counts between the

source and the destination. The result shows that AODV-
ABL and AODV-LR have longer average hop counts

End-To-End Delay (sec)
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K |-#AODV-BR
—&—AODV-ABR
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0 50 100 150
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200 250 300

Fig. 10. End-to-end delay.
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because they try to repair the broken routes. AODV and
AODV-BR do not repair the broken route and use the
newer primary route to delivery data packets, so they
may have shorter hop counts. When the pause time is equal
to 300 s, there is no movement for each node. The topology
does not change during the simulation. Therefore, the hop
counts for different mechanisms are very close.

4.5. Control overheads

The control overheads are defined as the average num-
ber of control messages for one successful packet transmis-
sion. As we can see in Fig. 12, the control overhead is lower
as the pause time increases. Due to less variations of net-
work topology when the pause time increases, the link fail-
ures caused by node mobility are also less, i.e. the primary
route is stable. Therefore, no matter what scheme is used,
the control overheads are decreased. In Fig. 12, the control
overheads of AODV-LR and AODV-ABL are higher than
the other schemes because of the broadcast nature of the
local repair scheme. On the other hand, AODV-ABR

repairs the link failure by only inquiring immediate neigh-
bor nodes. Therefore, it has smaller control overheads than
AODV-LR which uses flooding technique to repair the fail
routes. Because the conventional AODV and AODV-BR
do not repair the route when a link failure occurs, they
both have smaller control overheads compared to the other
schemes, but also have poor performance in packet deliv-
ery ratio.

4.6. The impact of traffic load

We would like to examine the impact of increasing traf-
fic load on these routing protocols. We simulate two sce-
narios. In the first scenario, the number of sessions
remains unchanged during the simulation which is 10.
The transmission rate for each session is varied in each sim-
ulation. In the other scenario, we increased the number of
transmission sessions where each session is with the same
transmission rate, 4 packets per second. Figs. 13 and 14
show the packet delivery ratio with transmission rate of 6
and 8 packets per second, respectively. When comparing

Control Overhead
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—#-AODV-BR
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Fig. 12. Control overhead.
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Figs. 13 and 14, we can claim that the throughput of all
schemes degrades as the network traffic load increases.
AODV-ABL, AODV-LR and AODV-ABR perform more
effective route repairs when link failures occur. Therefore,
their performances always are better than AODV and
AODV-BR. When each session with a transmission rate
of 6 packets per second, the packet delivery ratio of
AODV-BR is higher than AODV. Once the data transmis-
sion rate is increased to 8 packets per second, in contrary,
AODV and AODV-BR almost have the same perfor-
mance. When the network traffic load is heavy, data pack-
ets being broadcasted through the alternate paths may
collide with packets using primary route and degrade the
overall throughput in AODV-BR. We also can notice that
when the data transmission rate is increased to 8 packets
per second, AODV-ABL still has the best performance
and AODV-ABR becomes slightly better than AODV-LR.

As more nodes participating into a wireless network, the
traffic loads will become heavier. The probability of packet

collisions will also increase, and result in the degradation in
overall performance. Such an inherent characteristic poses
a great challenge to all kinds of approaches. In our simula-
tion, we examine the system performance under heavy
loads by doubling the traffic to 20 sessions with transmis-
sion rate at 4 packets per second. Fig. 15 reports the result
of the scenario when traffic load was doubled. Comparing
Fig. 9 (the packet delivery ratio t with 10 sessions) and
Fig. 15, we can see that the effectiveness of all schemes
decreased because of the increment in packet collisions
when there are more data sessions. AODV-BR performs
worse than AODV when we double the number of data ses-
sions from 10 to 20. It is because data sent through alter-
nate paths may collide with data transmitted via the
main route as explained before (Fig. 6). The AODV-ABL
(the combination of AODV-ABR and AODV-LR) outper-
forms the others. The AODV-LR and AODV-ABR have
comparable performance and both are better than AODV
and AODV-BR.
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Fig. 15. Packet delivery ratio with traffic session = 20 pairs.

5. Conclusion

In this paper, we present a scheme called AODV-ABR
(Adaptive Backup Route) which adapts to network
topology variations. We also propose a new protocol
named AODV-ABL which is the combination of
AODV-ABR and local repair. Finally, the comparison
of efficiency is made among AODV, AODV-BR,
AODV-LR, AODV-ABR and AODV-ABL using the
GloMoSim simulator. Simulation results show that
AODV-ABL has the highest throughput, followed by
AODV-LR or AODV-ABR and then AODV or
AODV-BR. AODV-LR is more suitable for high loads.
AODV-BR performs better in light loads and decreases
in heavy traffic situation because of the increase in packet
collisions when there are more and more traffic. AODV-
BR in heavy traffics even performs worse than original
AODYV. Because AODV and AODV-BR do not require
repairing the route when link failures occur, they both
have smaller control overhead.

AODV-ABR utilizes the alternative routes of AODV-
BR and the concept of AODV-LR. It can repair the failing
route by only inquiring the immediate neighbor nodes that
have alternate routes. Simulation results indicate that
AODV-ABR is not only adaptive to the variations of net-
work topology, but also has smaller control overhead than
AODV-LR. It also can solve the collision and congestion
problems of packets in AODV-BR by choosing a backup
route among many backup routes. AODV-ABL which
combines both advantages of AODV-ABR and AODV-
LR would provide more stability for connections and
retain highest performance under a high node mobility
ad-hoc network.

The Quality of Service (QoS) is one of the most
important issues for the modern networks. An ad-hoc
network is a distributed environment. Prioritized QoS
will be more suitable in such a distributed ad-hoc net-
work. It is possible that different values of inter-frame

spaces (IFS’s) and contention windows (CW’s) can be
assigned to different traffics to meet their QoS require-
ments. When a link breaks down, an alternate route
can be chosen according to the QoS requirements. In
the future, we will improve the proposed schemes by tak-
ing the QoS issues into account.

Appendix A

Algorithm 1. Procedure for Packet Overhearing in
AODV-ABR. Procedure for packet overhearing{

If (the type of received packet is a control packet) {
If (the received packet is a RREP message) {
If (There is no route to the destination in its alter-
nate route table) {
Create a new entry in its alternate route table;
Record the IP of the neighbor as the next hop to
the destination in the new entry;
Increment the hop count field by one to account
for the new hop through the previous node and
record the new hop count in the new entry;
}
Else If (The destination sequence number of the
received RREP is greater than the one recorded
in the alternate route table || the hop count field
of the received RREP with the same destination
sequence number is smaller than the one in the
alternate route table) {

Update the destination sequence number;
Update the hop count;
Refresh the timeout value as the current time plus
the value of ACTIVE_ROUTE_TIMEOUT [14];
}
}

}Else if (Packet type is a data packet) {
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If (The packet is transmitted by the next hop to the des-
tination) {
If (There is no route to the destination in its alternate
route table) {
Create a new entry in its alternate route table;
Record the IP of the neighbor as the next hop to
the destination in the new entry;
Increment the hop count field by one to account
for the new hop through the previous node and
record the new hop count in the new entry;
}
Else If (The hop count of the received packet is small-
er than the one recorded in its alternate route table) {
Update the hop count;
Refresh the timeout value as the current time plus
the value of ACTIVE_ROUTE_TIMEOUT [14];
}
}
Else
Ignore the packet;

}

}
Algorithm 2. Procedure for Handling Link Break in
AODV-ABR. Procedure for link-break handling{

Broadcast BRRQ to neighbors with TTL=1;
Wait for receiving BRRP packets;
If (BRRP packet received before timeout) {
Compare the hop count fields of all received BRRP
packets;
Choose the BRRP with the smallest hop count;
Update the next-hop field in the routing table with
the neighbor which transmitted the BRRP with the
smallest hop count;
Update the hop count field in the routing table with
the smallest hop count;
Relay data packets to the next hop;
}
Else
Send RERR back to the source;
}
Algorithm 3. Procedure for Receiving BRRQ in AODV-
ABR. Procedure for receiving BRRQ{

If (There exists an entry to the destination in its alternate
route table)
If (BRRQ packet is not received from the next hop to
the destination) {
Reply BRRP packet to the initiator of BRRQ;
Copy the routing information from the alternate
route table to the routing table;

}

}

Algorithm 4. Procedure for Handling Link Break in
AODV-ABL. Procedure for link-break handling in
AODV-ABL{

If (The destination is not farther than MAX_RE-
PAIR_TTL hops away)

Start local repair;
Else {

Broadcast BRRQ to neighbors with TTL=1;

Wait for receiving BRRP packet;

If (BRRP packet received before timeout) {
Compare the hop count fields of all received
BRRP packets;

Choose the BRRP with the smallest hop count;
Update the next-hop field in the routing table with
the neighbor which transmitted the BRRP with the
smallest hop count;

Update the hop count field in the routing table
with the smallest hop count;

Relay data packets to the next hop;

}
Else

Send RERR back to the source;
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