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Routing Pressure: A Channel-Related and
Traffic-Aware Metric of Routing Algorithm

Minghua Tang, Xiaola Lin, and Maurizio Palesi, Member, IEEE

Abstract—How to precisely measure performance of routing algorithm is an important issue when studying routing algorithm of
network-on-chip (NoC). The degree of adaptiveness is the most widely used metric in the literature. However, our study shows
that the degree of adaptiveness cannot precisely measure performance of routing algorithm. It cannot account for why routing
algorithm with high degree of adaptiveness may have poor performance. Simulation has to be carried out to evaluate performance
of routing algorithm. In this paper, we propose a new metric of routing pressure for measuring performance of routing algorithm.

It has higher precision of measuring routing algorithm performance than the degree of adaptiveness. Performance of routing
algorithm can be evaluated through routing pressure without simulation. It can explain why congestion takes place in network.

In addition, where and when congestion takes place can be pointed out without simulation.

Index Terms—Routing pressure, routing algorithm, metric of routing, channel pressure, network-on-chip

1 INTRODUCTION

NoC is presented as a scalable communication architecture
for system-on-chip which will integrate several hundred
even thousands of processing cores in the near future [1],
[2], [3]. The communication efficiency of NoC which is
affected by a lot of factors is most important for the whole
system.

After the topology of NoC is fixed, routing algorithm
plays an important role in determining NoC performance.
If one and only one path is selected from source node to
destination node by a routing, it is called deterministic
routing. An example for mesh topology is Dimension
Order Routing (DOR) [4]. Packets are transferred along one
dimension then take turns when they do not need to
proceed in that dimension. The counterpart of DOR routing
for 2D mesh is the XY routing.

On the other hand, adaptive routing may provide more
than one path for the packets to reach their destination
nodes. If any shortest path can be used to deliver packets,
the routing is fully adaptive routing. It might require
appropriate virtual channels (VCs) to implement fully
adaptive routing in network topologies with cycles such as
mesh topology [5], [6]. Without support of VCs, some
shortest paths have to be prohibited to implement partial
adaptive routing to avoid deadlock. Examples of partial
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adaptive routing include turn model [7], [8], odd-even (OE)
turn model [9], APSRA routing [10], RABC routing [11],
IX/Y [12], ABACUS [13] etc.

A routing algorithm designing method may bring about
a large number of routings [14], [15]. It takes too much time
through simulation to measure performance of those
routings. Therefore, a metric that can be computed in a
static fashion and which is correlated well with perfor-
mance is necessary.

The number of paths from source node to destination
node is usually used to characterize routing algorithm. On
the one hand, it is used to denote the degree of fault
tolerance of a routing algorithm. On the other hand, it is
used to describe the capability of routing algorithm to
avoid congestion. In this paper, we take the second
meaning of that concept. The degree of adaptiveness which
is the number of paths from source to destination node is
taken as a metric of routing [7], [8], [9], [10]. High degree of
adaptiveness means that packets are provided more paths
to reach their destinations. Thus they would have more
chances to avoid congested nodes and arrive at destina-
tions in shorter time.

Nevertheless, our study shows that the degree of
adaptiveness might not be a suitable choice as a metric of
routing algorithm performance in many cases.

First, the degree of adaptiveness cannot accurately
measure performance of routing algorithm. A group of
routing algorithms may significantly vary in performance
although they have the same degree of adaptiveness. A
routing algorithm has higher degree of adaptiveness may
have poorer performance under certain traffic patterns.
The degree of adaptiveness cannot account for why it
happens.

Second, it cannot explain why congestion takes place.
Routing algorithm improves performance by avoiding or
reducing congestion. However, the relationship between
degree of adaptiveness and congestion is not clear. It is
difficult to identify where and when congestion will occur.

}laublication/ redistribution requires IEEE permission.
ications/rights/index.html for more information.
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Third, it is difficult to compare the degree of adaptive-
ness of two routing algorithms. It is nearly impossible for a
routing algorithm to have more paths than another for
every source-destination pair. Usually, an averaged value
of paths from source nodes to destination nodes represents
the degree of adaptiveness of a routing [10]. However,
much information is lost by the averaged value.

Finally, we cannot know what the maximum packet
injection rate is, which can be taken under a routing
algorithm with certain degree of adaptiveness.

Under a given topology, the bandwidths of channels are
fixed. As routing algorithm varies, the amount of packets
passing through a certain channel also changes according-
ly. That amount of packets is considered as the pressure
imposed on that channel by the routing algorithm.

In this paper, we propose routing pressure to act as the
new metric to measure performance of routing algorithm.
Difference in performance of routing algorithms can be
explained by routing pressure. Routing pressure can
account for why congestion takes place and predict where
and when congestion is going to occur. It is then
meaningful to compare the routing pressures of two
routing algorithms. The relationship between the maxi-
mum packet injection rate and channel pressure is clarified
by a formula.

The rest of the paper is organized as follows: The related
work is summarized in the next section. In Section 3, we
analyze the degree of adaptiveness as a metric. Then we
propose the new metric of routing pressure in Section 4.
In Section 5, we exemplify how to measure routing
performance by routing pressure. The application of
routing pressure in designing routing algorithm is shown
in Section 6. Finally, we conclude our paper in the last
section.

2 RELATED WORK

Traffic non-uniformity observed on-chip has great impact
on system performance. There are lots of causes which
could lead to traffic non-uniformity, such as traffic pattern,
routing biases, topological artifacts, long range depen-
dence, etc. Numerous attempts have been made to quantify
the traffic and its impact on NoC design, performance and
optimization [16], [17], [18], [19], [20]. In this paper, we
study how to make traffic uniform keeping our focus on
routing algorithm.

Given a routing algorithm R, the degree of adaptiveness
is defined as the number of shortest paths that can be used
to deliver packets from source node to destination node [7],
[8]. The degree of adaptiveness of the proposed routing
algorithms is thus computed. It has to be calculated one by
one for each source-destination pair.

The same definition for degree of adaptiveness is
adopted in [9]. The degree of adaptiveness for OE routing
in [9] is calculated. Since the degree is independently
computed for every source-destination pair, it only draws
the conclusion that OE provides more even adaptiveness
than turn model.

In the above paper, the degree of adaptiveness is
calculated for each source-destination pair. No single
metric for the routing algorithms is defined.

In paper [10], the degree of adaptiveness for a source node
to its destination node is defined as the ratio of the number of
allowed minimal paths to the total number of minimal paths.
The adaptiveness for the routing algorithm is the average of
the degree of adaptiveness for all the communications. Thus
a concrete value of degree of adaptiveness for routing
algorithm is calculated. Different routing algorithms can be
compared according to the exported value.

In the literature, a number of adaptive routing algorithms
have been proposed [13], [22], [23], [24], [25], [26], [27].
Although adaptive properties of their routings are analyzed
over and over, the degree of adaptiveness is not quantified.

In paper [21], a runtime selection strategy is proposed to
select the optimal output channel. A fitness function which
has similarity with channel pressure proposed in this paper
is calculated to measure channel status.

3 MOTIVATIONS

In this paper we focus on two-dimensional mesh topology
which is abstracted as a 2D coordinate system. Origin of the
coordinate system locates at the top left corner of mesh. The
X axis is horizontal direction, and the Y axis is vertical
direction. The positive direction of X axis points to east. The
positive direction of Y axis points to south.

Every node is identified by its coordinate of a vector
(z,y) (0 <z <M, 0<y<N), where x and y are its X and
Y coordinates, respectively. Furthermore, each node has a
unique identifier (ID) which is computed from its coordi-
nates: ID =y« M + .

The simulation environment of this paper is introduced
here. We take packet injection rate (PIR) as the payload
parameter. As an example, PIR of 0.2 means that a node
injects two packets into the network in ten cycles, on average.

The simulator adopted in this paper is the Noxim
simulator [28]. It is an open source simulator and based on
SystemC.

The performance metrics of simulation are average packet
latency and throughput which are defined as follows
respectively:

1K
Average packet latency = Ez lat;
i=1

where K refers to the total number of packets reach their
destinations and (lat; is the latency of ith packet.

total received flits

throughput = (number of nodes) x (total cycles)
where total received flits represents the number of flits which
are received by all destinations, number of nodes is the
number of network nodes, and total cycles is the span of the
simulation.

In uniform traffic, packets generated at a node are sent
to other nodes with the same probability. For a symmetrical
network of size N, packets generated at node (i, j) are all
sent to node (N—1—jN—1—1i) in transposel traffic
scenario. In transpose2 traffic, node (i, j) only sends packets
to node (j, i).

Each simulation runs for 20000 cycles after 1000 cycles of
initialization. Basing on a negative exponential distribution,
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TABLE 1
Simulation Configurations
Simulator Noxim
Topology Mesh-based
Network size 7x7
Port buffer Four flits
Switch technique Wormbhole switching
Arbitration Round-Robin
Selection strategy Random
Traffic scenario Transposel, Transpose2 ,uniform
Packet size Eight flits
Simulation length 20000 cycles
Virtual Channel (VC) No

a packet is injected into the network. The simulation at each
PIR is iterated a number of times to guarantee accuracy. The
configurations of simulation are shown in Table 1.

In this paper, we adopt the following definition of
degree of adaptiveness.

Definition 1

The adaptiveness for a source-destination pair is the
number of shortest paths allowed by a certain routing.
For instance, in deterministic routing, there is only one
path for any source-destination pair. Therefore, the adap-
tiveness of every source-destination pair is one.

Definition 2

The adaptiveness of a routing is the summation of
adaptiveness for all source-destination pairs.

According to the method proposed in [15], a lot of
routing algorithms can be constructed. Consequently, it is
possible to completely study routing algorithm due to the
abundant research material.

Four routing algorithms are constructed for mesh
topology of size 7 x 7, which are named R1, R2, R3 and
R4, respectively. The four routing algorithms have the
same adaptiveness.

Fig. 1 shows latency variation of the four routing
algorithms, under uniform traffic scenario. Although they
have the equivalent adaptiveness, there exists huge
difference in their performance. For example, average
packet latency is 42, 61, 112 and 1153 for routing R1, R2, R3
and R4 respectively, when PIR is 0.014.

Unfortunately, the degree of adaptiveness cannot
account for the huge difference of routing performance.

Average packet delay [cycles]

0
0.012

0.013 0.014 0.015
Packet injection rate [packet/cycle/node]

0.016

Fig. 1. Latency variations for routings R1, R2, R3, and R4, which have
the same adaptiveness.
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Fig. 2. Latency variations for routings R5, R6, and R7, which have
different adaptiveness.

Another three routing algorithms are also obtained by
the method in paper [15], which are labeled R5, R6 and R7,
respectively. The degree of adaptiveness for R5, R6 and R7
are 16196, 16708 and 17742, respectively. The average
packet latency variations for the three routings are depicted
in Fig. 2.

High degree of adaptiveness does not bring about high
performance. On the contrary, although the adaptiveness
of R7 is 9.5 percent higher than R5, performance of R7 is
significantly lower than R5.

The degree of adaptiveness still cannot explain why this
may happen.

If the routing does not distribute traffic uniformly in the
network, congestion will take place in the network. Howev-
er, the degree of adaptiveness cannot explain why conges-
tion happens in the network and what kinds of paths from
source to destination node would lead to congestion.

Although routing algorithms try to make traffic in the
network as uniformly as possible, part of the network will
accommodate more traffic. However, the degree of adap-
tiveness cannot predict which part of the network is prone
to congestion.

Usually, there is a threshold of PIR for a given routing.
Congestion begins to occur when PIR is larger than that
threshold. The degree of adaptiveness cannot estimate the
value of PIR for a certain routing.

It is difficult to compare the degree of adaptiveness for
different routings if adaptiveness is defined at the granu-
larity of each communication pair. Since it is nearly
impossible for a routing to have larger degree of adaptive-
ness than another routing for every communication pair.
Only the averaged value is comparable. However, much
important information was lost due to the averaged value.

If routing algorithms were not comparable in the
meaning of performance metric, the performance gain of
a newly designed routing would not be known.

In short, the degree of adaptiveness is not a suitable
metric to measure performance of routing algorithm. It is
necessary to design a new metric.

4 ROUTING PRESSURE

The bandwidth of network channels is fixed when the
network is constructed. If packets passing through one
channel are beyond its bandwidth, congestion arises.
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The traffic load across the NoC is not uniform, although
routing algorithm tries to make it uniform [29], [30].

The following simulation adopts the well-known OE
(odd-even turn model) routing and uniform traffic
scenario. Through the simulation, we write down the
number of packets passing through every channel. Then
the ratio of that number over the largest processing capability
of channel is calculated. The ratio represents utilization of
each channel. Fig. 3 shows the value of computed ratios.

The max ratio is 0.6176, the corresponding channel is
busier than others during the simulation. The minimum
value is 0.0704, the corresponding channel is freer than
others during the simulation. The utilization ratios of other
channels lie in between the maximum and minimum value.

This example shows that the channel utilization is not
uniform under OE routing although traffic is uniform.

Utilization Ratio of Channels

4.2 Impact of Traffic Scenario on

Routing Performance
A routing algorithm has different performance as traffic
scenario varies. Usually, a routing algorithm has good
performance under a certain traffic. However, it may have
poor performance under another traffic.

Under uniform traffic and without VC support, XY
routing performs better than other partial adaptive rout-
ings [7], [10]. However, under nonuniform traffic XY
routing has poor performance.

The degree of adaptiveness of OE routing is more even
than turn model by which three routings are created: west-
first, north-last and negative-first. OE routing has better
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Fig. 4. Latency variation of APSRA and RABC routing algorithm under
transpose1 traffic.
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Fig. 5. Latency variation of APSRA and RABC routing algorithm under
transpose2 traffic.

performance than negative-first routing under transpose2
traffic. However, it is outperformed by negative-first
routing under transposel traffic [9].

RABC routing has better performance than APSRA
routing under transposel traffic as Fig. 4. However, as
transpose2 traffic is taken by the network, RABC is
outperformed by APSRA, Fig. 5.

Consequently, when measuring performance of NoC
routing algorithm, the traffic scenario should be taken into
consideration.

4.3 Definition of Channel Pressure

In this paper, we use channel pressure to measure the
number of packets each channel has to process. Two
motivational examples are presented before we define
channel pressure. Fig. 6a depicts a 2 x 2 network, its
routing algorithm is depicted as two prohibited turns.

Suppose there is only one communication in the traffic.
Node 0 and node 3 are its source and destination node
respectively. Packets from source node are taken as one
unit. There is only one path from node 0 to node 3, 0-2-3
labeled by node ID. Consequently, the channel pressures
for channels 0-2 and 2-3 is 1, shown in Fig. 6b. The channel
pressures of other channels are zero.

Fig. 6c illustrates another routing for 2 x 2 network
Fig. 6a. There is also one communication in the traffic.
Under this routing, there are two paths from source node 0
to destination node 3. Packets generated at source will be
uniformly distributed between the two paths. The channel
pressures of the four channels 0-1, 0-2, 1-3 and 2-3 are 0.5,
Fig. 6d.

For network larger than 2 x 2, channel pressure cannot
be computed straightforwardly. The critical step to com-
pute channel pressure is to get the amount of shares

0 1 0 1

vy

1 0 1
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Fig. 6. Example of channel pressure.
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Fig. 7. Network of size 3 x 3 with the prohibited turns.

imposed by one communication pair. After shares imposed
by every communication pair on a channel are calculated,
channel pressure can be obtained by just adding all those
shares.

Given a communication, we create a searching tree to
compute shares of packets it impose on each channel. The
root of the searching tree is the source node of the given
communication. The leaves are the destination node of the
communication. A group of continuous branches from root
to a leaf represents a path from source node to destination.
Consequently, the number of leaves in the tree equals that
of paths from source to destination node.

We exemplify searching tree by a 3 x 3 mesh network
which routing is shown by the prohibited turns, Fig. 7. The
only communication is from node 0 to node 8.

According to the given routing, three paths are allowed
from source node 0 to destination node 8. The constructed
searching tree is depicted in Fig. 8. Two of the three paths
pass through channel 7-8.

Shares of the channel on the searching tree are
calculated after the searching tree is set up. The calculated
shares for every channel along with the searching tree are
shown in Fig. 9. At each level of the searching tree, the
summation of shares equals one.

We then define channel pressure formally. Let R be a
deadlock-free routing algorithm for a topology 7G, and a
traffic tr consisting of COMMs communication pairs. Since
each communication pair has only one source node and one
destination node, src; and dest; are used to denote the
source node and destination node of the ith communication
comm;, respectively. Similarly, the packet injection rate for
source node src; is referred to as PIR;.

Suppose there are p; paths for the ith communication
and the packets generated at source node sr¢; are

N\
AN
Nl
1

Fig. 8. Example of searching tree.
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Fig. 9. Shares of packets for channels on searching tree.

uniformly distributed across those p; paths. Then each
channel on a path will process PIR;/p; of packets coming
from the source node. If k paths pass through a channel,
that channel will assume k* PIR;/p; of the packets from
source node.

For a channel ch, the ith communication will impose a
certain share of packets on it. That share is referred to as
shr;, where shr; = p; x PIR;, p; = k* PIR;/p;.

Definition 3

Given a channel ch, the summation of shares of packets
imposed by all communication pairs in traffic ¢ is called its
channel pressure, prss.,

COMMs
Pr8Sch = § shr; =

i=1

COMDMs
> pix PIR (1)
i=1

If all source nodes have the same packet injection rate
PIR, channel pressure of ch becomes:

COMMs
prssen, = PIR * Z Pi (2)
=1

Let p = ZLC:OIMM pi. Then we have the channel pressure
of ch:

prsse, = PIR % p (3)

In this case, channel pressure for channel ch can be
denoted p for simplicity.

The intuition behind this definition is that a channel
with large channel pressure will be imposed more packets.
In other word, it is under higher pressure.

4.4 Computation of Channel Pressure

The pseudo-codes for calculating channel pressure is
depicted is shown in the supplemental file which is available
in the Computer Society Digital Library at http://doi.
ieeecomputersociety.org/10.1109/TPDS.2013.184.

The functions need to traverse all paths of a given
communication pair. If the communication pair has n
paths, their computational complexities are both O(n).
Suppose the source node and destination node of the
communication pair are (src,, src,) and (dst,, dst,) respec-
tively. Let dx = |src, — dst,| and dy = |src, — dst,|. If the
routing is fully adaptive, we have, n = (dz +dy)!/
(dz! * dy!).
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For instance, there are 924 paths from source node 0 to
destination node 48 in 7 x 7 network (Fig. 14) under fully
adaptive routing. If routing is not fully adaptive, the total
number of paths belongs to a communication pair is
significantly smaller than the largest allowable value. For
example, there are 84 paths from source node 0 to
destination node 48 under OE routing.

4.5 Routing Pressure of Routing Algorithm

In the previous section, we propose the definition and
calculation of channel pressure for every single channel. In
this section, we propose the definition of pressure for a
routing algorithm.

The channel with the largest channel pressure will receive
the maximum volume of traffic under the given routing
algorithm. If the received amount of the messages is beyond
its bandwidth capacity, congestion occurs at that channel.
Otherwise, congestion will not occur at that channel.

If congestion does not take place at the channel with the
largest channel pressure, it will not happen at other
channels. Consequently, the largest channel pressure can
be used to estimate whether congestion will occur in the
network or not. Furthermore, it can be used to measure the
performance of routing algorithm.

Definition 4

Given a routing algorithm and a traffic pattern, the routing
pressure refers to the largest channel pressure among all
channels under the given traffic.

If all source nodes in the traffic have the same packet
injection rate (PIR) and a routing has routing pressure of
p* PIR, the routing pressure is represented by p for
simplicity in the rest of this paper.

The routing pressures for some state-of-the-art routing
algorithms are depicted in the supplemental file available
online.

5 UsSING ROUTING PRESSURE TO MEASURE
ROUTING PERFORMANCE

Correlation Between Routing Pressure and
Average Packet Latency

Using the method of paper [15], any specific routing of a
mesh network, even all deadlock-free routings, can be
created. When two turns are restricted in each 2 x 2
subnetworks, there are 2529 deadlock-free routing algo-
rithms for 3 x 3 network. Table 2 shows the correlation
coefficient between average packet latency, routing pres-
sure and routing adaptiveness, respectively, in which RP
refers to routing pressure, RA refers to routing adaptive-
ness, APL refers to average packet latency, three traffics are
considered. Under each traffic, correlation coefficient
between routing pressure and latency is higher than that
of routing adaptiveness and latency.

5.1

TABLE 2
Correlation Coefficient
Uniform | Transposel | Transpose2
RP VS APL 0.56 0.81 0.82
RA VS APL 0.22 0.62 0.64
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Packet injection rate [packet/cycle/node]
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Fig. 10. Latency variations of routings with the same routing pressure.

5.2 Routing Pressure and Performance

Four routing algorithms with the same routing pressure for
transposel traffic are created for 7 x 7 mesh network. They
are labeled as R8, R9, R10 and R11. The latency variations
are shown in Fig. 10. As can be observed in Fig. 10, there is
no difference in the performance of the four routings with
the same routing pressure.

In the second case, other four routing algorithms with
different routing pressure for transposel traffic are con-
structed for 7 x 7 mesh network. They are labeled as R12,
R13, R14 and R15, having routing pressure 5.42, 6.31, 7.15
and 8.28, respectively. Fig. 11 shows the latency variations
for the four routings. As routing pressure increases, its
performance decreases accordingly.

Several state-of-the-art routing algorithms are chosen as
examples to study the relationship between routing
pressure and routing performance. They are XY, OE, turn
model (negative-first) and APSRA.

For transposel traffic, routing pressures for the four
routings are 6, 4.81, 6 and 8.86, respectively. The simulation
results are shown in Fig. 12. OE has the best performance
because its routing pressure is smallest. XY and negative-
first (NF) have the same routing pressure. There is no
difference in their performance. APSRA has the worst
performance due to its largest routing pressure.

For transpose?2 traffic, routing pressures for the four
routings are 6, 4.81, 2.41 and 5.44, respectively. Fig. 13
shows the simulation results for them. As expected,
negative-first has the best performance. Under this traffic,
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Fig. 11. Latency variations of routings with different routing pressure.
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Average packet delay [cycles]

|
I
0.011 0.012 0.013 0.014
Packet injection rate [packet/cycle/node]

0
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Fig. 12. Latency variations of routings XY, OE, NF, and APSRA for
transpose1 traffic.

XY has the worst performance because of its largest routing
pressure.

These examples indicate that routing pressure is highly
related with its performance. Consequently, routing pres-
sure is a better metric to measure performance of routing
algorithm.

5.3 To Address Why Congestion Takes Place
Since the channels are frequently referenced in this section,
we depicts a mesh of size 7 x 7 as an example in Fig. 14.
Each node is identified by its ID and each channel is labeled
by its start and sink node, for example channel 0-1.

To analyze the relationship between congestion and
channel pressure, we take routing R12 when PIR = 0.012 as
an example. The channel with the largest pressure of 5.42 is
channel 17-24.

The average channel utilization ratio of all the network
channels is 24 percent. However, the utilization ratio of
channel 17-24 is as large as 81.4 percent. It shows that
packets passing through channel 17-24 are larger than the
other channels. The channel utilization ratio variations
along with channel pressure are shown in the supplemen-
tal file available online.

In transposel traffic, one communication is from node
10 to node 26. Packets generated at node 10 reach
destination node 26 after only passing through four
channels. However, node 10 generated the largest latency
packet among all the packets in the traffic. When comput-
ing average packet latency for every single communication
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Average packet delay [cycles]
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Packet injection rate [packet/cycle/node]
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Fig. 13. Latency variations of routings XY, OE, NF, and APSRA for
transpose?2 traffic.
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pair we get the average packet latency for each communi-
cation pair. The average packet latency for communication
between node 10 and 26 is still the largest.

Under routing algorithm R12, there is only one path for
communication between node 10 and 26, which is 10-17-24-
25-26 labeled by node ID. All packets of the communication
have to pass a congested channel. It is not surprised packet
latency of this communication is large.

Consequently, congestion takes place at the channel
which has the largest pressure.

5.4 Using Routing Pressure to Predict Packet
Injection Rate

Given a routing pressure, the largest packet injection rate

not getting to congestion can be computed.

To avoid congestion the amount of packets imposed on a
channel cannot be larger than its bandwidth. Suppose all
source nodes in the traffic have the same packet injection
rate of PIR, routing algorithm has routing pressure of
p* PIR, network channel can process frate flits per cycle,
all packets have the same length of len flits. The simulation
runs time cycles. A channel can then process at most
frate = time/len packets during the simulation. The num-
ber of packets imposed on it is p x PIR * time. We have,

p* PIR x time < frate x time/len. (4)
Then following inequality holds,
p* PIR < frate/len. (5)

In this paper, the simulator is Noxim in which channel
needs two cycles to forward a flit, that is frate = 0.5. Each
packet has eight flits, len = 8. Given a routing with routing
pressure of p x PIR, to avoid congestion PIR has to satisfy,

PIR < 0.0625/p. (6)

For transposel traffic, APSRA routing pressure is 8.86.
The maximum packet injection rate is 0.007 as shown in
Fig. 15. After that congestion begins to occur in the network
and system performance degrades significantly.

XY and negative-first routing have the same routing
pressure of 6 for transposel traffic. The maximum packet
injection rate is 0.0104 to avoid congestion, as depicted in
Fig. 16.

14 [15 |16 |17 (18 19 (20

21 22 |23 |24 |25 26 27

28 29 30 (31 (32 33 34

35 B6 37 38 B9 40 41

42 43 44 45 46 47 48
Fig. 14. Mesh topology.
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Fig. 15. Maximum packet injection rate under APSRA routing for
transpose1 traffic.

The routing pressure of OE routing is 4.81 for transposel
traffic. Fig. 17 shows its latency variation. The maximum
packet injection rate is 0.013.

The routing pressure can account for why routing
algorithms perform differently when PIR is larger than
the maximum value. We refer the reader to the supple-
mental file available online for the detail.

6 APPLICATION OF ROUTING PRESSURE

6.1 Application in Designing Routing Algorithms

It is a quite complex task to study or design an efficient
routing algorithm. As pointed out in paper [15], there are as
many as 123¢ routing candidates for network of size 7 x 7.
One should have to consider those huge searching space
while studying or designing routings. It may not be feasible
to evaluate routing algorithm using simulation method.

Routing pressure could be useful when studying or
designing routing algorithm. With this new metric, a
routing can be evaluated by computing its routing
pressure, avoiding time-consuming simulation.

A routing which has good performance under one traffic
may have poor performance under the other traffics. To
evaluate a routing, every traffic has to be taken into
consideration. It is impossible due to the huge variations of
traffics.

Under 2D mesh topology, communications can be
roughly classified into four categories according to the

300 ------- 1--------

Average packet delay [cycles]

0
0.009

0.010 0.011 0.012
Packet injection rate [packet/cycle/node]

0.013

Fig. 16. Maximum packet injection rate under XY and negative-first
routing for transpose1 traffic.
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Fig. 17. Maximum packet injection rate under OE routing for transpose1
traffic.

relative position of source and destination nodes. In the
first category of southeast communication, destination is at
the southeast direction of source node. The second one is
northwest where destination is at the northwest direction
of source node. Similarly, southwest and northeast com-
munications are defined respectively.

In most cases, if a routing has high performance for
communications of all the four categories it may have high
performance for most traffics. Transposel and transpose2
traffics just have the four communications.

Consequently, as our study shows that if a routing
performs well under both transposel and transpose2
traffic, it may have good performance for a wide range of
traffics. This can be further verified by the following
examples.

A routing labeled R18 in these examples is build using
the method [15]. Its routing pressure is 4.19 under both
transposel and transpose2 traffics. Under these two
traffics, OE has routing pressure of 4.81. R18 outperforms
OE for the two traffics. Moreover, it has better performance
than OE for a lot of traffics which are exemplified in the
following.

The performance comparison between R18 and OE
under transposel and transpose2 traffics is depicted in
Figs. 18 and 19, respectively. The average packet latency
under R18 is significantly lower than that of OE. The
throughput variation is depicted in the supplemental file in
this section available online.
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Fig. 18. Latency variation under transposel ftraffic scenario of

routing R18.
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Fig. 19. Latency variation under transpose2 traffic scenario of
routing R18.

The simulation results for random traffic are shown in
Fig. 20. R18 also has better performance than OE.

A more realistic traffic of hotspot is also examined in this
paper. We refer the reader to the supplemental file available
online for the detail.

Although routing algorithm R18 only has smaller
routing pressure than OE under transposel and transpose2
traffic, it has better performance than OE for random and
hotspot traffics all the same.

Transposel and transpose2 traffics consider the situa-
tions where destination node situates at the southeast,
northwest, southeast and northeast of the source node.
Traffic mainly consists of the four types of traffics. If a
routing works well under both transposel and transpose2
traffic, it can still work well under the other traffics.
Consequently, after a new routing algorithm is obtained, its
routing pressures under both transposel and transpose2
traffics can be used to measure its performance. It is no
longer necessary to measure performance of routing for
every traffic one by one, which would be infeasible.

6.2 Exploit the Best Performance Routing for
Uniform Traffic

Uniform traffic is a special traffic in which the non-adaptive
routing algorithm of XY has the much better performance
compared with the adaptive routing [8], [9], [10], [13], [23].
However, our study shows that the performance difference
between the XY routing and adaptive routing can be
diminished with the help of routing pressure.
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Fig. 20. Latency variation under uniform traffic scenario of routing R18.
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Fig. 21. Three categories of routing in 2 x 2 network.

We first show that XY and YX routings are the best
routings for uniform traffic. Then we build a routing whose
performance can be close to that of XY or YX routing.

In the 2 x 2 network, at most four turns can be
prohibited to guarantee minimal path between any node
pair, and at least two turns should be prohibited to avoid
deadlock. The routing algorithms for 2 x 2 network can be
classified into three categories. In the first category, only
two turns are prohibited as shown in Fig. 21a. In the second
category, three turns can be prohibited as shown in
Figs. 21b and 21lc. Figs. 21d and 2le depict the third
category, four turns are prohibited.

Using the routing algorithm designing method [15], we
can get all the routing algorithms for network of size 3 x 3.
Four cases are considered as follows respectively.

1. Two turns are prohibited in each 2 x 2 subnetwork.
There are 2529 deadlock-free routings for 3 x 3
network. The minimal routing pressure for uniform
traffic is eight. One of such routing labeled 2-turns is
selected for performance simulation.

2. Three turns are prohibited in each 2 x 2 subnetwork.
Totally, 119582 deadlock-free routings are obtained
for 3 x 3 network. The minimal routing pressure
for uniform traffic is also eight. One of such
routing labeled 3-turns is selected for performance
simulation.

3. Four turns are prohibited in each 2 x 2 subnetwork.
We get 24226 deadlock-free routings this time. The
minimal routing pressure is six. Only two routings
have this minimal routing pressure, they are XY and
YX routings. The minimal routing pressure for the
remaining 24224 routings is eight. One of such
routing labeled 4-turns is selected for performance

evaluation.
200 F-====p==m=mqemmmmemmqmm————m————
E 180 F-| —¢=2-turns [~ """ TTTmm oo oo
S 160 - T e
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Fig. 22. Performance comparison for routings of 3 x 3 network under
uniform traffic.
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4. Two out of four turns are prohibited in each 2 x 2
subnetwork. There are 2259989 deadlock-free rout-
ings for 3 x 3 network, including XY and YX
routings. Excludes XY and YX routings, the minimal
routing pressure is seven. One of such routing labeled
2-4-turns is selected for performance evaluation.

Fig. 22 shows the performance of the six routings
2-turns, 3-turns, 4-turns, 2-4-turns, XY and YX. XY and YX
routings have better performance than the other routings.

We claim that XY and YX routing has the best
performance under uniform traffic since we have exhaus-
tively searched all effective routings for 3 x 3 network.

We study to design adaptive routing algorithm whose
performance is as close as possible to XY or YX routing
under uniform traffic, offering satisfied performance under
nonuniform traffic. The detail is shown in the supplemen-
tal file available online.

7 CONCLUSIONS

The degree of adaptiveness is often used to measure
performance of routing algorithm. The intuition behind it is
that more paths provide more chances for packet trans-
mission to avoid congested nodes in the network. How-
ever, our study shows that high degree of adaptiveness
may not be necessarily result in high performance. We have
proposed a new metric of routing algorithm to more
actually measure routing performance than the degree of
adaptiveness. Performance of routing algorithm can be
evaluated through routing pressure without simulation.
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