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ABSTRACT

Vehicular ad hoc networks (VANETS) are witnessing in recent years a rapid development for road transmissions and are
considered as one of the most important types of next generation networks, in which drivers can have access anywhere
and anytime to information. However, vehicles have to deal with many challenges such as the links failures due to their
frequent mobility as well as limited degrees of freedom in their mobility patterns. In this paper, we propose a new quality of
service multicast and multipath routing protocol for VANETS, based on the paradigm of bee’s communication, called mul-
ticast quality of service swarm bee routing for VANETs (MQBYV). The MQBYV finds and maintains robust routes between
the source node and all multicast group members. Therefore, the average end-to-end delay and the normalized overhead
load should be reduced, while at the same time increasing the average bandwidth and the packet delivery ratio. Extensive
simulation results were obtained using ns-2 simulator in a realistic VANET settings and demonstrated the efficiency of the
proposed protocol. Copyright © 2013 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The need for improvement of road safety and comfort
for passengers by avoiding accidents and traffic conges-
tion has given rise to intelligent transportation systems
known as VANETs [1]. An interest in such networks
has been growing in the last few years as they are
capable of providing several services for drivers and
authorities in both rural and urban areas. VANETSs
provide timely and accurate information to the vehicle
drivers offered by the network members or by Internet
access that correspond to their requirements such as
traffic and collision avoidance, breakdown services, and
fuel station locations.

Vehicular ad hoc network is a unique type of mobile
ad hoc network and consists of a set of heterogeneous
nodes, which could be divided into mobile nodes (vehi-
cles) that move according to a realistic mobility model and
fixed equipments described as road side units (RSUs). It is

Copyright © 2013 John Wiley & Sons, Ltd.

a distributed, adaptive and packet radio network, charac-
terized by fast and frequent changes of network topology
[2] caused by the very high speed variation of vehicles
and a certain degrees of freedom in their mobility patterns
due to many factors including road course, encompass-
ing traffic and traffic regulations [1]. The main purpose in
such networks is to provide communications among vehi-
cles via inter-vehicle communication and between vehicles
and road side units via roadside to vehicle communica-
tion such as the Internet access points placed along the
road in order to improve the road safety [3]. It is worth
noting that VANET entities can be deployed at critical
locations such as slippery roads, service stations, accident
warning, dangerous intersections, or places well-known
for hazardous weather conditions [4]. In these situations,
one of the most important requirements is the transmis-
sion of safety messages with a certain level of quality of
service (QoS) from a source node to a set of endangered
vehicles. This transmission mode is known as multicast
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mode. The endangered vehicles can perform an evasive
maneuver before a certain critical time so as to avoid a road
accident or collision. To deliver such QoS safety messages,
it is essential to decrease the average end-to-end delay
and increased bandwidth of the transmission. Furthermore,
vehicle’s transmissions should warrant a high packet deliv-
ery ratio (PDR) in a less congested network. In this context,
the following problems will arise: when communication
endpoints are not within their respective ratio of a trans-
mission range, how is it possible to establish communica-
tions between vehicles or between vehicles and roadside
units (RSUs) in a multicast mode while maintaining QoS
conditions to ensure road safety?

To take up these challenges, we propose in this paper
a QoS multicast routing protocol called multicast Qos
swarm Bee routing for VANETs (MQBYV). It is a bio-
inspired protocol adapted from the bees’ communication
method for their food search. MQBYV is considered as an
on-demand and spatial routing protocol. It broadcasts its
route request to a limited number of neighbors (spatial
zone) to find the multicast group. This type of broadcast-
ing is called stochastic broadcasting, in which the number
of neighboring receivers is always below a threshold value
[2]. Moreover, MQBYV can detect and maintain multiple
paths between the sender and the receiver. They can be
used to send out packets in a parallel manner in order to
optimize data transmissions. The effectiveness and perfor-
mance of this proposal were evaluated by a set of simula-
tions using a network simulator (ns-2) [5], carried out in a
realistic mobility model dedicated to VANETs. The results
were compared with RObust VEhicular Routing (ROVER),
which is a well-known protocol [6] as multicast routing
protocol conceived for VANETS. Our performance evalua-
tions were based on the average end-to-end delay, average
bandwidth, PDR, and normalized overhead load (NOL).

The rest of this paper is organized as follows. Section 2
reviews the spatial multicast routing and spatiotempo-
rary multicast routing protocols as a state-of-the-art. In
Section 3, we describe the MQBYV protocol. Section 4 is
devoted to the ns-2 simulations and experimental results.
Finally, Section 5 concludes the paper and proposes some
ideas for future work.

2. STATE-OF-THE-ART

In general, the routing process in VANETS is carried out
through many intermediate nodes, in particular when the
sender and destination nodes do not reside in the same
transmission range. When the sender wishes to send data
to some network nodes in multicast mode, it is called upon
to find different paths toward all these nodes. Neverthe-
less, it is hard to use the found paths for a long time
due to the VANETS’ nature such as the mobility and high
speed of vehicles, the velocity variation between each pair
of vehicles, and the instability of the distance between
consecutive vehicles. These features lead to an important
problem for the multicast routing in VANETSs known as
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the temporary network fragmentation [7]. This problem
affects the efficiency of the multicast applications. Conse-
quently, two major classes of multicast routing have been
proposed to overcome the VANET limitation: spatial and
spatiotemporary protocols.

The following subsections review these two kinds of
multicast routing.

2.1. Spatial multicast routing protocols

Spatial multicast routing is based on the idea of starting
to disseminate multicast packets from the source node to
a set of nodes, which should be situated at a prescribed
geography zone in order to prevent the temporary network
fragmentation problem. In this category, the sender decides
to transmit multicast packets to the adequate nodes without
any time constraints.

Under this category, the distributed robust geocast multi-
cast routing for inter-vehicle communication (DRGM) has
been proposed [8]. Similar to other protocols of this class,
DRGM delivers packets to vehicles belonging to a spe-
cific geographic area. A drawback of this protocol is that
a multicast group receiver should accept a packet only if
this receiver is located to this specific geographic region,
otherwise, the received packet is dropped. The authors of
DRGM called this region zone of relevance (ZOR). In addi-
tion to ZOR which is usually small, another zone is defined
by DRGM and called zone Of forwarding (ZOF). It is used
to forward packets by intermediate nodes, the objective
is to enhance the reliability of receiving multicast pack-
ets against the frequently changeable topology. It is worth
noting that ZOF usually surrounds ZOR due to the lim-
ited number of multicast receivers in the network. To cope
with the network fragmentation, the authors proposed a
periodic retransmission mechanism. Moreover, a distance-
based backoff algorithm is suggested to reduce the redun-
dant broadcasts and the number of hops traveled to reach
the destinations. Despite the special properties of this pro-
tocol, it still has some drawbacks such as the assumption
that the defined geographic regions are static. Furthermore,
DRGM is applied only to the highway systems.

Overlay multicast in VANETs (OMV) is a spatial mul-
ticast routing algorithm proposed in [9]. Using a dynamic
application layer overlay, this algorithm allows live multi-
media streaming multicast to vehicles of the same group.
OMV is more adaptive to urban VANETs with high mobil-
ity and full of obstacles. The algorithm starts with the idea
of joining a multicast group by interested vehicles, which
would establish an application layer overlay organized as
a tree or mesh structure. This overlay constructs logical
paths between group nodes. OMV appears to be more suit-
able for urban scenarios than the highways, the algorithm
builds on an overlay network, it can suffer from latency,
which is crucial and vital for vehicular networks.

As a spatial routing protocol for VANET, ROVER was
proposed in [6]. It is a geographical multicast routing
algorithm described for the end-to-end QoS requirements.

Wirel. Commun. Mob. Comput. (2013) © 2013 John Wiley & Sons, Ltd.
DOI: 10.1002/wem
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ROVER is very similar to ad hoc on-demand distance vec-
tor routing (AODV) [10] protocol, which flood only control
packets in the network. ROVER transmits messages to all
the VANET nodes located in a rectangle zone called ZOR
specified by its corner coordinates. This approach is also
similar to geographic protocols that uses a ZOF because
the zone includes the ZOR and the source node. In order
to discover destinations, a multicast tree from the source
to all multicast group should be built. This route discovery
process is initiated by a zone route request flooding to the
nodes in the neighborhood, and it continues until a multi-
cast tree is constructed. All exchanged data should be saved
at the routing tables of the visited nodes. The obtained
results showed a good PDR, but the network was very con-
gested because of the flooding process used to build the
multicast tree.

2.2. Spatiotemporary multicast
routing protocols

Spatiotemporary multicast routing principle takes into
account the spatial factor, in addition to the time factor.
For this, the transmitter sends multicast packets to all nodes
that are located in a prescribed region at a particular point
in time.

One of the most important protocols in this category
is the mobicast routing protocol [11]. It is characterized
by forwarding multicast messages to vehicles, which are
located in some geographic zone denoted as ZOR at time ¢.
In other words, this protocol disseminates a multicast mes-
sages to all vehicles that will be present in the ZOR defined
over some time interval [fszart, fopnql- When a vehicle
moves at a high speed, a temporary network fragmenta-
tion problem can occur. To cope with this situation, ZOF
was defined. This latter is a geographic zone that includes
ZOR and helps to ensure the multicast messages being
sent to vehicles, which move out of ZOR. The novelty of
this proposal against the prior studies [8] is that mobicast
routing can be applied to transmit real-time messages to a
dynamically prescribed region, which is surrounded by a
moving vehicle at time ¢. In this protocol, the transmitter
vehicle estimates an elliptic zone ZOR; relevant to time
t. When the vehicle moves out of ZOR; (in case of tem-
porary network fragmentation problem), a growing phase
is needed. Here, a new zone is presented and denoted as
zone of approaching (ZOA;). ZOA; is an elliptic area con-
sidered as the extension of ZOR;. Also, ZOA; is used to
forward messages more close to destined vehicle and it
continues until it reaches the destinations. Note that ZOR;
and ZOA; are defined using a formal model proposed in
[11]. However, a study for the reduction of the routing
overhead is suggested in order to limit the control pack-
ets when trying to construct routing zones. In addition,
urban environment tests have to be performed to access
the effectiveness.

Another state-of-the-art approach defined in this cate-
gory [12] is the multicast routing scheme focused on the

Wirel. Commun. Mob. Comput. (2013) © 2013 John Wiley & Sons, Ltd.
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dissemination scheme for warning messages to improve
road safety rather than fast packet delivery. The basic idea
of the protocol is disseminating packets to all vehicles
within the transmission range of the transmitter. After that,
the receiver decides whether to rebroadcast the message
to relevant vehicles or not. This transmission can be per-
formed only if the delay does not exceed a specific time.
To do so, authors reformulated this problem into a delay-
constrained minimum Steiner tree (D-CMST) problem as
D-CMST problem, bounded shortest multicast algorithm
[13], has been proposed to offer a sufficiently low compu-
tation time to improve road safety. However, this heuristic
is very limited to small networks due to its determinis-
tic property and the computation time to give the optimal
solution, especially if the network is dense.

Drawbacks of multicast routing approaches are summa-
rized in Table 1. To address such limitations, this paper pro-
poses a new protocol called MQBV. It is a spatial type QoS
multicast routing protocol and tends to avoid two major
disadvantages of the spatiotemporary approaches: the rout-
ing overhead and dropped packets. MQBYV is inspired by
bees’ communication principle and used two important
ideas to avoid all prior drawbacks presented by the mul-
ticast protocols. The first idea is to discover multiple paths
used to disseminate safety messages in order to decrease
the average end-to-end delay while increasing the aver-
age bandwidth. The second idea is to search these multiple
paths in a stochastic manner in order to increase PDR and
to reduce routing overhead.

3. MQBV PROTOCOL

In this section, the proposed QoS multicast routing proto-
col (MQBYV) is presented. First, a brief explanation of the
bees’ communication phenomenon is given. Then, a pro-
jection of this phenomenon on the QoS multicast routing
for VANETS is described, and finally, the MQBYV principle
and a description of their different phases will follow.

3.1. Bees’' communication principle

The bees’ communication is because when a bee finds a
food source, the bee will immediately inform his follow
bees in the nest about the available food source. This is
possible by means of a language composed of the bee’s
dance movement. At the beginning of this process, the area
is explored by the workers in order to find the food. These
workers are called scouts, and if the food is discovered, the
scouts return to the beehive and perform one of the two
types of dance to communicate the food information at the
dance floor. A round dance movement indicates that
the food is close, whereas a waggle dance expresses that
the food location is beyond a 100-m radius.

After the dance communication, the discovery is
exploited by a larger number of recruits. They are called
foragers, and their number is proportional to the quantity of
the food found. At the harvesting stage, the bees (foragers)
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Main benefits and drawbacks of state of the art multicast routing protocols applied to VANETSs.

Table I.

Performance characteristics

Normalized overhead load

Packet delivery ratio

Bandwidth

Protocol Environment Reality of mobility model Delay

Protocol category

++

No

Highway
Urban

DRGM [8]

No

oMV [9]

Spatial

++
++

No

Highway

ROVER [6]

++

-

Yes
No

Urban/highway

MQBV (our proposal)

Mobicast [10]
BSMA [12]

Highway

Spatiotemporary

Theoretical work

Theoretical work

DRGM, distributed robust geocast multicast; OMV, overlay multicast in VANET, ROVER, RObust VEhicular Routing; MQBYV, multicast quality of service swarm bee routing for VANET, BSMA, bounded shortest

multicast algorithm.

Notation: +--, more suitable; +, suitable; —, less suitable; ——, unsuitable.
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collect the food and calculate its quantity to make a new
decision for the next move. They would either continue
collecting the food based on the memory of the best food
location or leave the food source location and return to the
beehive as simple bees [14].

3.2. Focus on the vehicular ad hoc network

In [2], we proposed a QoS bee swarm protocol successfully
applied to the unicast routing for VANET. In this paper, we
propose a multicast routing based on the same concept. The
VANET is represented by the bee environment in which
beehive is considered as the source node. The destination
nodes are the multicast group members that correspond to
the food sources with the same nature, that is, the same
type of flowers. In other words, each multicast group gath-
ers a set of nodes, which share a unique multicast address
represented by the same nature of food (flowers). Inter-
mediate nodes are seen as workers flying in the area and
used to relay data between the source and the destination
(Figure 1).

3.3. MQBYV principle

In MQBY, each node in the network is defined by a unique
node identifier. The multicast traffic starts with a unicast
traffic from the source node to the destination node. The
source node should recognize at least one of the list group
members to transmit the appropriate packets. Note that the
source node possesses a unicast routing table, which serves
to direct packets to its destination via multiple paths as the
same way as the unicast described in [2]. The destination
is identified by the multicast destination address of the first
recognized members.

The second step in the multicast traffic aims to dissemi-
nate the same packet from the first receiver member to the
other members. This step is accomplished by a tree struc-
ture, which gathers all the multicast group nodes. These
nodes can be divided into multicast group members and
other nodes that are not multicast group members; to link
distant member, their existence in this tree is mandatory.
They do not have the multicast destination address unlike
the multicast group members (we call them linkers). The
tree root represents the head of the group and is the first
node that joins the multicast group.

Each node in the multicast tree knows the next hop
node toward the head of the group. It is used to trans-
port packets from the first multicast member that receives
the packets launched by the source node to the other
members through the head of the group. This group head
contains new routes table called multicast routes table in
which each entry represents data of each route toward
one member in the group. Packets, multicast routes table,
and detailed steps of the MQBV are explained in the
following paragraphs.

Wirel. Commun. Mob. Comput. (2013) © 2013 John Wiley & Sons, Ltd.
DOI: 10.1002/wem
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Wireless MQBV for VANET
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(Destination nodes)

S o -
Multicast group

Figure 1. Projection of the MQBV components on bee area.

3.4. MQBYV packet type

The first step in the multicast route discovery is the same
forward and backward scout packets used in the MQBV
[2]. Likewise, the same forager data packet [2] is also
applied to transmit data packets. However, unlike [2], three
specific multicast routing packets are employed in MQBV.

The first multicast routing packet is called a local scout
and transmitted at the multicast tree nodes level by a new
multicast member to join the group. Once a local scout
reaches the head of the group, the newer packet is listed
on the multicast routes table. This second packet is named
distant scout. The latter is used to inform different nodes
in the network on the existence of the multicast group rep-
resented by its head. It transports the group head identifier
and the next hop node to this head. The last multicast rout-
ing packet is labeled multicast scout. The multicast scout
is used to discover the route if the source node does not
know the path to one of the multicast group members.
There are two types of multicast scouts on this mission:
the multicast forward scout (abbreviated as MF_Scout),
which is launched to discover the route, and the multicast
backward scout (abbreviated as MB_Scout), which trans-
mits discovery information from the multicast member to
the source.

3.5. Multicast routes table

Only the head of the multicast group establishes this table.
It allows packet routing from the group head to all the mul-
ticast group members. It consists of a set of entries. Each
entry corresponds to one member and serves as its node
identifier (food identifier). If available, the last local scout
identifier is recorded on the entry to indicate a new head
selection of the multicast group. The complete path from
the head to the member is recorded on the entry. The table
contains also a multicast identifier that represents the join-
ing sequence number of this member. Moreover, the entry

Wirel. Commun. Mob. Comput. (2013) © 2013 John Wiley & Sons, Ltd.
DOI: 10.1002/wem

memorizes a stamp field used to record the transmission
time, which is employed to compute the available band-
width and the measured delay and then to decide if this
path satisfies the QoS requirements. The recorded path is
evaluated using weighting factor calculated on the basis of
the QoS data and the hop count as cost coefficient, and then
the result is used to make a decision of whether keeping or
changing this path.

3.6. MQBYV description

3.6.1. Route discovery (from the source to the
multicast group).

We will present here two cases for the source node.
The first one is that the source node knows the head of
the multicast group through the distant scout sent by the
group head itself. In this scenario, the sender uses its uni-
cast routes table to relay the data packets in a hop-by-hop
manner until reaching the head of the group. The head
disseminates the data packets to its members using the mul-
ticast routes table. In the second case, where the source
node does not know the group head, the source node gen-
erates and clones a new MF_Scout in order to launch and
broadcast them stochastically to its immediate neighbors.
Each cloned MF_Scout has a scout identifier, source iden-
tifier, and a multicast address as the requested destination,
which are all identical. This process is repeated until reach-
ing a multicast group member or until encountering a node,
which knows the route to one of these members. It is worth
pointing that the route is considered found if MF_Scout
encounters a member of the multicast group that can for-
ward packets to its header, then to the other members using
the multicast tree.

In future transmissions, all the packets will be guided
by this link to reach the head of the group and then to
access different multicast group members. Note that the
QoS requirements are checked at each MF_Scout hop and
should be satisfied. Otherwise, the MF_Scout is dropped.
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Figure 2. Route discovery from the source to a multicast group.

After discovering the route toward the multicast group, the
MB_Scout is sent to the source node along the reverse path.
This is performed by looking at the prior hop field recorded
in the forward trip at the intermediate unicast routes tables
or each visited unicast routes table, the MB_Scout saves
its current sender as the absolute next hop, which will be
used to transmit future packets. Figure 2 is an example of
the MQBYV route discovery. The source node O generates
clones and disseminates MF_Scout to its neighbors (nodes
1 and 2). The MF_Scout contains the source identifier and
knows the next hop to this source in the reverse path. Each
neighbor (in Figure 2, nodes 1, 2, 3, 4, and 5) performs
the same way as node 0 until reaching a multicast group
member such as node 8. Moreover, node 8 generates and
sends out MB_Scout to node 0 through the traversed path
(vianodes 3, 1, and finally 0). MB_Scout includes the iden-
tifier of the multicast group node and knows the absolute
next hop to this member.

3.6.2. Multicast tree construction (from the head
of the group to its members).

Each node that desires to join the multicast group takes
and records the multicast group addresses, which allows it
to belong to the group. The node broadcasts a local scout
to its neighborhood in order to search a group member and
finds the head of the group, which lists this new member
in the multicast routes table. After a certain limited time,
this new member receives a local scout acknowledgement
as a control packet to confirm its joining. Otherwise, it is
assumed that there is no multicast tree, and the node is the
first node that joins the group. Thus, this node represents

the root of the multicast tree, which is the head of the mul-
ticast group with the initial identifier (equal to 0). The new
node of the multicast group is responsible for constructing
and maintaining the multicast tree.

However, if the head of the group encounters a new
member request via a local scout, a new entry in the multi-
cast routes tables is devoted to this new member. It contains
the complete path traversed by the local scout, the identi-
fier of the novel member, and a new multicast identifier
attributed by the head of the group in an incremental fash-
ion. Moreover, the new member keeps its multicast identi-
fier and the next hop toward the group head. This next hop
helps to find the complete path toward the head, which can
be used to join the multicast group by other nodes through
this member. Note that the local scout performs its multi-
cast group searching trip until it expires. In other words,
local scouts transverse the network while searching the
nodes until reaching the end of its lifetime in order to pre-
vent the infinite loops. If the local scout does not find any
member during its lifetime, then its hop count is extended
for another round. An example of the multicast tree con-
struction is shown in Figure 3. Let us assume that node 10
wants to join the multicast group represented by its head,
node 6. In this scenario, node 10 broadcasts a local scout
to its neighbors, nodes 5 and 7. Here, only node 7 helps
node 10 to reach the head (node 6) via local data (i.e., the
next hop) node 9. Next, node 9 informs the head (node 6)
directly, as it is the next hop. After that, the head inserts a
new entry in the multicast routes tree for the new member
(node 10). In this entry, the complete path from the head to
node 10 is saved. Following this process, the multicast tree
is mounted via the multicast routes table.

Wirel. Commun. Mob. Comput. (2013) © 2013 John Wiley & Sons, Ltd.
DOI: 10.1002/wem
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Figure 3. Multicast tree construction through the multicast routes table.

3.6.3. Multicast group publication.

This step improves the routing data of the non-members
of the multicast group, which helps them to reach the head
of the multicast group and the other members. This can
avoid or reduce the delay when launching the multicast
group discovery.

First, the head of the multicast group generates, clones,
and disseminates distant scouts in the whole network when
the multicast tree is updated. The cloned distant scouts
communicate only with the next hop or the hop count
toward the group head. They will be saved in the unicast
routes tables of the non-members. Furthermore, the address
of the multicast traffic is also saved to distinguish it from
other multicast traffic in the same network.

Figure 4 illustrates the communication of the multicast
group data to the non-member. Here, the group head (node
6) generates, clones, and broadcasts distant scouts to its
neighbors, and the rest of the nodes do the same thing.
The distant scout communicates only with the next hop or
the hop count between the head and the visited node. For
example, node 3 receives the distant scout and informs that
it is mandatory to take two hops through node 8 to reach
the head (node 6), once the packet arrives to node 8, there
is only one hop to go before reaching the head. Another
example is that node 0 saves two data relevant to two paths.
The first one sends the packets through node 1 and takes
four hops to reach the head (node 6), and the other sends
the data via node 2 in five hops to reach the head (node 6).

3.6.4. Multicast tree maintenance.

As VANET has a dynamic nature, several multicast
nodes frequently join and leave the group. The new mem-
bers still can be detected and integrated in the multicast

Wirel. Commun. Mob. Comput. (2013) © 2013 John Wiley & Sons, Ltd.
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tree, by launching local scouts. By doing so, the multicast
tree is updated.

If the head of the group leaves the multicast tree, its
immediate neighbor member will detect the departure,
resulting in a selection of a new head of the multicast
group. Note that, there are hello messages transmitted to
the nodes neighborhood in order to detect the link failures.
After the new group head is selected, it reconstructs a mul-
ticast tree and board casts this information to the network
nodes by distant scouts.

3.6.5. Complexity analysis.

In the worst case, MQBYV route discovery phase uses
O(pD1 N + N) time units to reach the first multicast group
member where p represents the stochastic broadcast ratio
(0< p <) used when packets are transmitted toward N
nodes from the sender to its D neighbors. The complexity
of the MQBYV route discovery is calculated in the forward
direction (pD1 N packets) and in the backward direction
(N packets) using stochastic broadcast mode and unicast
mode, respectively.

When a new node desires to join the multicast group,
the tree multicast is then reconstructed. In this phase, we
propose O(D2N + N) packets transmission. D2 is the
number of the newer nodes of a neighbor, and N represents
the number of intermediate nodes between the newer node
and the head of the multicast group. Note that this phase
is ensured by two subphases, searching the group head and
confirming this discovery.

The last step of the discovery routes in the MQBYV is the
multicast group publication. It uses O (D3 N) unit times to
inform the VANET nodes about the multicast group table
updating. Here, D3 is the number of the head neighbors,
which is used to reach the N VANET nodes.
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Figure 4. Multicast group publication.

O(pD1N+N)+O(D2N+N)+O(D3N) ~O(pD1 N )+
O(D2N) + O(D3N) =~ O((pD1+D2+D3)N)

Multicast quality of service swarm bee routing for
VANET transmits at most N packets during the routes dis-
covery. It indicates that MQBYV performs in a linear com-
plexity, meaning that the other protocols have similar or
higher complexity.

4. EXPERIMENTAL STUDY

In order to evaluate MQBYV in terms of QoS requirement,
a set of simulations has been carried out. The ROVER pro-
tocol [6] was compared with our proposed method due to
its efficiency and effectiveness. It was also formulated for
multicast routing for VANET with respect to the QoS con-
straints. One of the major advantages of ROVER protocol
is its multicast routes discovery policy using the on demand
principle to ensure QoS requirements. In addition, this spa-
tial protocol enables high PDR and low dropped packets,
reduces end-to-end delay, and gives a good exploitation of
the bandwidth. ROVER uses spatial addressing to construct
a multicast tree.

4.1. Simulation environment (mobility
model and parameter settings)

Multicast quality of service swarm bee routing for VANET
has been simulated using ns-2 [5] version 2.26. Many
VANET studies have used the ns-2 in its native form to
evaluate different routing protocols. However, it is known
that ns-2 simulates city traffic and vehicle movements in
a theoretical form. Instead, VANET should be simulated
with realistic traffic models, which reflect the complexity
of the urban traffic features such as the limited capacity of
the roads and the existence of intersections, obstacles, and
buildings. In addition, highways should be considered to
simulate the high speeds of vehicles.

In order to evaluate our proposal extensively, we propose
a realistic vehicular propagation model in our experiments
that take into account the traffic features of real places

located in downtown of Biskra city in Algeria in a surface
of 1500 x 1500 m2 [15], as shown in Figure 5. We enable
this scenario using ns-2, which contains an urban area as
well as a highway. Therefore, we have considered various
speeds of vehicles as follows: from 1 to 20 m/s in urban
scenario and from 1 to 30 m/s in the highway. The sim-
ulated network consisted of four sets of tests where each
set contains 50, 100, 150, and 200 nodes, respectively.
We propose that each set of tests consists of four RSUs,
which are positioned according to a uniform distribution
on the experimentation area to ensure large radio coverage
as shown in Figure 6. It is worth noting that the varia-
tion in vehicles velocities and network density is used to
demonstrate MQBYV adaptability.

For each set of tests, we have considered five differ-
ent scenarios distinguished by their numbers of multicast
group members, which are fixed at 5, 10, 15, 20, or 25,
respectively. The variation of nodes and multicast group
members aims to evaluate the efficiency of MQBYV for sev-
eral network densities according to the network congestion
The details of these scenarios (for each set of tests) includ-
ing ID numbers of the nodes are summarized in Table II,
and the criteria of the group member selection are as fol-
lows: there should be at least one RSU in the group. More-
over, at least one vehicle should move on the highway,
whereas the others are driving in the urban area. Here, a
mobile node (vehicle) is considered as the source node for
our experiments instead of RSU; in fact, both vehicle and
RSU have the same property except for their mobility.

These scenarios were simulated on the basis of IEEE
802.11p wireless access in vehicular environments stan-
dardized specifically for VANETs. The User Datagram
Protocol is used as a transport layer protocol, which is the
most suitable for multicast transmission mode [16] and a
constant bit rate model as an application layer model, to
achieve the main objective of receiving safety messages
with low latency and high throughput. In the experiments,
the source node sends two multicast data packets per sec-
ond and each packet with 512 bytes long. Each scenario
was tested for 600 s, and each multicast member should
join the multicast group at the beginning of the simulation.

Wirel. Commun. Mob. Comput. (2013) © 2013 John Wiley & Sons, Ltd.
DOI: 10.1002/wem
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Figure 6. Abstract of the mobility model used in our simula-
tion with vehicles (V) and roadside units (RSU)—an approximate
schematic.

4.2. Performance metrics

To analyze the performance of MQBYV protocol, four met-
rics have been considered for the QoS routing level [17].
These metrics are presented as follows.

4.2.1. Average end-to-end delay (measured in
milliseconds).

This metric represents the average time for token
data packets to reach the destination. It is calculated by

Wirel. Commun. Mob. Comput. (2013) © 2013 John Wiley & Sons, Ltd.
DOI: 10.1002/wem

subtracting the time to send the first packet by the source
node from the time of its arrival to the destination node.
The value includes all possible delays caused by buffer-
ing during route discovery latency, queuing at the interface
queue, retransmission delays at the MAC, propagation, and
transfer times [17].

4.2.2. Average available bandwidth (measured in
kilobits per second).

This parameter computes the total number of the deliv-
ered data packets divided by the total duration of the sim-
ulation time [18]. It is also an important metric regarding
QoS paradigm, the goal is to transmit maximum data in
minimum time. This bandwidth measures the data trans-
mission speed.

4.2.3. Packet delivery ratio.

Packet delivery ratio is calculated by dividing the num-
ber of packets received by the destination node through
the number of packets originated that from the application
layer of the source nodes. PDR specifies the packet loss
rate. The better the PDR, the more complete and correct
the routing protocol is [19].

4.2.4. Normalized overhead load.

It represents the total number of routing packets divided
by the total number of delivered data packets. This metric
provides an indication of the extra bandwidth consumed by
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ID for source node and multicast group members for each scenario.

Table II.
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overhead to deliver data traffic. It is crucial as the size of
routing packets may vary [17].

4.3. Results

Simulation results are depicted in the following graphs
(Figures 7-10). Each figure shows the four sets of tests (50,
100, 150, and 200 network nodes). In each set of tests, the
five scenarios of multicast group members are displayed as
follows.

Figure 7 lists MQBYV and ROVER average end-to-end
delay made by the packets disseminated from the source
node toward the different multicast group members for
each of the fourth sets of tests as follows: 50, 100, 150, and
200 network nodes. It can be readily seen from this fig-
ure that MQBYV has reached the reduced end-to-end delay,
either for the low density network, for the medium den-
sity network or when the network is very dense. Also,
the recorded end-to-end delay results of MQBV are bet-
ter compared with ROVER, for different multicast group
sizes: small, medium, or large. These results have been
reached because MQBYV discovers multiple paths, which
are used to disseminate different packets from the source
to the destination. Consequently, less time is consumed
to transmit messages, and then the relevant information is
received by the endangered vehicles to take the appropriate
decision to avoid road accidents or collisions.

The average bandwidth obtained during these exper-
iments is depicted in Figure 8, which confirms that
MQBV throughputs are better than the ROVER values.
Indeed, in the various density scenarios, MQBYV provides
the improved throughputs, which are recorded for differ-
ent multicast group receivers. As seen by investigating
multipath transmission principle, MQBV performs better
because of the mechanism of the multiple unicast trans-
mission between the source node and the discovered head
of the multicast group. This mechanism relieves mediums,
and hence, more packets are sent simultaneously in a time
unit.

Figure 9 depicts the packed delivery ratio for both pro-
tocols regarding the number of multicast group nodes for
different network densities. It clearly indicates that MQBV
has a very high rate of successful packet reception in all
cases of network density and for all multicast group num-
bers. However, ROVER dropped more packets. The main
reason is because routes robustness is ensured by using the
maintenance phase of MQBYV in which the hello messages
are used to maintain any detected link failure. On the other
hand, the MQBYV network is less congested because of the
multipath principle, which increases the packet exchange
with less congestion. This helps to successfully receive
more packets.

The NOL in Figure 10 shows that MQBV provides
better results in all cases of network density and for
various cases of multicast receivers. Here, the network
is less congested by MQBYV in terms of routing packets
compared with the ROVER protocol. This is the result of

Wirel. Commun. Mob. Comput. (2013) © 2013 John Wiley & Sons, Ltd.
DOI: 10.1002/wem
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Figure 8. Average bandwidth versus multicast group receivers’ number for different network densities.

the stochastic broadcasting mechanism used to discover
routes in which only a limited number of routing packets is
sent to search the desired route. Consequently, the network
is less congested in terms of control packets, and then the
transmission time is reduced.

From these results, regarding our testbed conditions, it
can be seen that the proposed MQBYV protocol outperforms
ROVER protocol in all QoS metrics and in different cases
of network density.This ensures transmitting packets and
messages from the source node to all multicast group nodes

Wirel. Commun. Mob. Comput. (2013) © 2013 John Wiley & Sons, Ltd.
DOI: 10.1002/wem

in a limited time with success. Also, the network is used
more efficiently and less congested, which helps to receive
the appropriate safety messages to take the good decision
aiming to avoid critical circumstances.

In summary, the obtained results from our proposal are
due to the optimal route searching mechanism performed
by the stochastic broadcast of the route request when the
source node does not know one of the multicast group
members. This stochastic broadcast helps to reduce the
control packets and the trip latency while increasing the
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Figure 10. Normalized overhead load versus multicast group receivers' number for different network densities.

bandwidth. Another optimization aspect of MQBV is
the transmission of packets through multiple paths
between source node and the head of the group, which
prevents the network congestion and decreases delays
while increasing bandwidth values by dividing
the transmitted packets fairly over the different found
routes. Furthermore, by containing the entire route
from the group head to its members in the route cache
of the MQBYV, this plays an important role in this
improvement. It mitigates the treatment process at the
level of the multicast tree nodes for reaching destinations

and thus decreases the average delay and increases the
average bandwidth in the MQBV. Also, MQBYV has been
demonstrated as an adaptive protocol, which keeps its bet-
ter results regardless the velocity of vehicles or network
density.

5. CONCLUSION

As a novel autonomic QoS multicast routing protocol
for VANETSs, MQBYV has been proposed in this paper. It

Wirel. Commun. Mob. Comput. (2013) © 2013 John Wiley & Sons, Ltd.
DOI: 10.1002/wem
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is a reactive, adaptive, and tree-based protocol inspired
by the bees’ communication behavior, which presents
a linear complexity. MQBV routes multicast packets after
finding the path from the source to the multicast group
members organized in a tree structure. It takes two
phases: the first one aims to find one of the group
members using the combination of unicast and multipath
routing, and the next phase disseminates packets by this
member to the other members through the head of the
group. In order to evaluate the performance and effec-
tiveness of this proposal in terms of the QoS parameters
including average end-to-end delay average bandwidth,
PDR and NOL required in such networks and their appli-
cations, a set of simulations has been conducted using
ns-2.

We plan to use MQBV protocol across hybrid
networks in the future in order to achieve end-to-end
QoS. In particular, the scalability of our proposed pro-
tocol should be investigated more extensively on larger
and more scalable VANETS. In addition, we propose study
of the security aspects of MQBV packets exchanges as a
future work.
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