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a b s t r a c t

Vehicular Ad Hoc Networks (VANETs) are emerging as a very useful tool for gathering, pro-

cessing, and providing data to vehicles and passengers. It is expected that vehicles equipped

with a variety of sensors will play a determining role in Intelligent Transportation System (ITS)

and Smart City applications. With the evolution of VANET services comes the need for solu-

tions to increase the availability of content to users. To this end, we propose a Geo-Localized

Origin–Destination-based Content Replication (GO-DCR) solution that relies on vehicles’ ori-

gin and destination points to decide which of them are more appropriate to replicate content

inside a region of interest. We compare GO-DCR with two existing solutions through extensive

simulations. The results show that GO-DCR increases content availability and reduces the cost

of delivery.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction1

Vehicular Ad Hoc Networks (VANETs) are emerging as a2

very useful tool for gathering, processing, and providing data3

to vehicles and passengers [1–3]. Vehicles equipped with a4

variety of sensors will play a determining role in Intelligent5

Transportation System (ITS) and Smart City applications,6

since they will be able to collect accurate, location-aware7

information to feed new services. In addition, emerging8

services may take advantage of vehicle-to-vehicle (V2V)9

communication capabilities to reduce cost by alleviating net-10

work infrastructure, while maintaining a high quality of ex-11

perience (QoE) for their users.12
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With the evolution of VANET services, from simple safety 13

alert message exchanging to advanced systems capable of 14

sensing, processing, and sharing content, comes the need for 15

solutions to make content available to vehicles and passen- 16

gers. Furthermore, many VANET applications are considered 17

to be location-aware, meaning that content in such cases is 18

of interest only to vehicles in specific locations, referred to 19

as region of interest (RoI). We refer to such content as geo- 20

localized. Given that vehicles move constantly, the source ve- 21

hicle of geo-localized content may move outside the RoI, re- 22

sulting in a loss of information; meanwhile, other vehicles in 23

the ROI may have an interest in the information. Thus, a new 24

challenge derives from the need of persisting content inside 25

a RoI so that all interested vehicles will receive it. 26

Content replication [4–6], a technique frequently adopted 27

for web content on the Internet to solve performance is- 28

sues, is a concept potentially attractive for solving the geo- 29

localized content delivery problem in VANETs. The objective 30

of a content replication solution is to select appropriate vehi- 31

cles to keep geo-localized content inside the RoI, while they 32

deliver the content to the interested vehicles. By doing so, we 33
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can expect an increase in content availability in the RoI, but a34

reduced delivery cost, since the less expensive V2V commu-35

nication may be preferable to the vehicle-to-infrastructure36

(V2I). In addition, we can expect to alleviate the underlying37

communication infrastructure. Thus, we claim that content38

replication is worth exploiting for geo-localized content de-39

livery in VANET applications.40

Nevertheless, because of the particular characteristics of41

VANET networks, replicating content is easier said than done.42

First, VANETs typically have a highly dynamic topology, lead-43

ing to constant changes in the network topology as a result of44

intermittent contacts. In addition, constant changes in net-45

work density are expected, ranging from low to high, de-46

pending on the location and time. The continuous mobility of47

the vehicle suggests that several different connections will be48

required to complete a content delivery. Furthermore, con-49

tent may only be valid for a short period of time (e.g., dur-50

ing a traffic jam). Finally, VANET applications are expected51

to be deployed in large cities with hundreds of thousands of52

vehicles. While progress has been made in the field of geo-53

localized routing [7–9], few studies have proposed efficient54

geo-localized content replication solutions for VANETs.55

In this work, we propose and evaluate a Geo-Localized56

Origin–Destination-based Content Replication (GO-DCR) so-57

lution designed for VANET applications. GO-DCR relies on the58

vehicles’ origin-destination (O–D) points (i.e., departure and59

arrival points) to select those that are more likely to be effec-60

tive in keeping content inside the RoI. It should be noted that61

O–D information is easily obtained from navigation systems62

that are expected to be included in most vehicles in the near63

future. The main idea is that geo-localized content can be ef-64

fectively replicated using easily obtained information (i.e., O–65

D points) and low-cost algorithms, in contrast to the majority66

of solutions found in the literature. To evaluate our proposal,67

we compare it with two existing solutions named Push-and-68

Track [10] and Linger [11], by running exhaustive simulations69

and measuring content availability and delivery cost.70

71

-72

-73

-74

75

76

77

78

-79

l80

81

82

83

84

85

86

87

88

89

90

91

92

framework for electing content replicas as well. The elec- 93

tion is based on the distance from the target central point, 94

the angle between the vehicle direction and the target cen- 95

tral point, vehicle speed, and target area. Only one vehicle 96

is elected for each content, and a new election round is be- 97

gun when the vehicle is no longer deemed appropriate to 98

act as a replica. Jerbi et al. [15] proposed that vehicles be se- 99

lected to form a virtual geo-localized backbone. The vehicles 100

that compose the virtual backbone for a region (i.e., an in- 101

tersecting area), are then responsible for disseminating the 102

geo-localized information. One of the backbone vehicles is 103

selected to perform local broadcasts as it reaches the center 104

of the RoI. Finally, Linger [11,16] is a protocol used to trans- 105

mit information inside a RoI. To this end, Linger proposes an 106

index that is computed locally by vehicles based on the dis- 107

tance to the center point of the RoI, the angle relative to the 108

RoI center point, and the vehicles’ speed. 109

All of the aforementioned solutions rely on distributed al- 110

gorithms to compute a comparable index that is used to se- 111

lect the replica vehicles. Usually, the index represents the ve- 112

hicle’s characteristics such as direction, distance to the RoI, 113

speed, and trajectory. Nevertheless, this approach generates 114

a high overhead due to the distributed negotiation, as well 115

as the decision process for the initiation of the next selection 116

round. In contrast, GO-DCR relies only on O-D information 117

and on efficient centralized algorithms, with a broader view 118

of the network. 119

Existing studies also propose solutions to deliver content 120

from one fixed source station to a given destination. Thus, a 121

vehicle is selected to be the content carrier from the source 122

to the destination. This is the case of On-Time [17] and OVS- 123

OBRM [18]. On-Time [17] is a routing protocol for bus trans- 124

portation systems. Based on the scheduled stops of each 125

bus, an algorithm tries to maximize the delivery probability 126

within a given period, and selects the best carrier bus. Simi- 127

larly, but considering all vehicles in a highway scenario, OVS- 128

OBRM [18] selects a vehicle to be the carrier of content that 129
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The remainder of this work is organized as follows. In

Section 2, we present the most relevant related studies dis

cussed in the literature. In Section 3, we define the geo

localized content replication problem and describe our pro

posal. We then present the simulation setup and results in

Section 4. Finally, in Section 5 we conclude our study and

present some future work.

2. Related work

Geographic location is of great importance to the provi

sion of services to on-board users in a VANET. Thus, severa
studies have focused on so-called geocast routing [7–9,12].

However, in addition to routing schemes, it is important to

decide how to replicate and persist content inside a RoI so

that all target vehicles will be covered in a low-cost way.

In general, geo-localized content replication solutions

rely on distributed comparable indexes, allowing the vehicles

themselves to decide the most appropriate replicas. Maihöfer

et al. [13] proposed electing a vehicle as a content replica

based on its expected travel time in the RoI. More than one

vehicle may be elected to reduce the cost of the election

process. A new election process is begun when the previ-

ously selected vehicles leave the RoI. Similarly, ARM [14] is a

142

y 143

y 144

t 145

a 146

a 147

r 148

r 149

Please cite this article as: F.A. Silva et al., Geo-localized co

http://dx.doi.org/10.1016/j.adhoc.2015.06.004
must be delivered from one roadside unit (RSU) to another

Thus, OVS-OBRM proposes the computation of the residua

travel time: the time taken for each vehicle to reach the targe

RSU. The vehicle in the vicinity of the source with the small

est residual travel time is then selected as the carrier.

Unlike GO-DCR, the main drawback of those solutions i

the assumption that both source and destination are fixed

entities. This is not the case in most VANET applications; t

the contrary, the source or the destination move at a signifi

cantly high speed.

Similarly to GO-DCR, some studies propos

infrastructure-based solutions that take advantage o

powerful servers with a broader view of the network. In

HomeZone [19,20], content is transmitted to a region b

Infostations located there, as well as vehicles passing b

or expected to pass by it. To keep the information presen

in the region of interest, vehicles are selected based on

utility function that evaluates a vehicle’s ability to keep

replica in the RoI. This is done by a current content carrie

that checks whether one of its neighbors may be a bette
carrier, and, in a positive case, transfers the content to it. The 150

drawbacks of HomeZone is the overhead caused by periodic 151

messages, and the need to know the vehicle’s trajectory. The 152

expected contact-graph is exploited in MobTorrent [21], in 153

ntent availability in VANETs, Ad Hoc Networks (2015),
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hich infrastructure stations adopt graph algorithms with

e objective of maximizing the transferred data. Likewise,

e contact-graph is also a fundamental tool in [22] for

lecting vehicles to carry content for delivery to other

ehicles. In TEG-PW [23], mobility prediction is exploited to

lect replicas to prefetch content parts based on expected

nsumer-producer encounters. Those solutions rely on the

nowledge of network topology, which is difficult to obtain

a highly dynamic network such as VANETs. In addition,

e graph algorithms they adopt are usually expensive

terms of time and resources, particularly when many

ousands of vehicles are providing as input. In contrast,

ur solution relies on O–D points (which are easily obtained

om navigation systems), and less expensive algorithms.

Another study proposes Push-and-Track [10], which

eeps track of vehicles that have already received content

nd decides whether to re-inject new replicas into the net-

ork. Vehicles in Push-and-Track send Enter messages when

ntering a RoI, Leave messages when leaving it, and Ack after

eing covered (i.e., received content). Thus, the server tracks

ow many vehicles are yet to be covered, then decides how

any new replicas should be allocated. If this expectation is

ot satisfied, the server randomly selects new replicas and

nds the content to them using the cellular network. Fur-

ermore, Push-and-Track considers a panic zone period, in

hich the server sends the content to all uncovered vehicles

side the RoI through infrastructure communication. Since

ush-and-Track relies on assumptions similar to GO-DCR, we

dopt it as a baseline solution in our evaluation study.

All aforementioned studies have the same objective as

urs: to persist content inside a RoI. However, many of them

ly on distributed algorithms that cause network overhead,

articularly in large-scale, highly dense VANETs. On the other

and, some solutions rely on infrastructure stations and on

ehicle trajectory, a resource-consuming data to be obtained.

ur proposal of GO-DCR relies on origin-destination points,

asily obtained by navigation systems, to select the most ap-

ropriate replica vehicles to persist content inside a RoI.

. Geo-localized content replication in VANETs

As mentioned earlier, many VANET applications are de-

gned to deliver content to vehicles in a specific RoI. Hence,

improve content availability and the chances that all tar-

et vehicles (i.e., those traveling through the RoI within the

ntent lifetime) will receive the content, it is important to

plicate it on strategically selected vehicles. In this section,

e formally describe this problem and propose a solution to

.

.1. Problem statement

Let V and S be the sets of vehicles and infrastructure sta-

ons, respectively. The graph G(V ∪ S, E) represents the con-

ectivity among vehicles themselves, as well as among vehi-

es and infrastructure stations. An edge ei, j ∈ E indicates that

ehicle vi ∈ V has a contact with another vehicle (V2V) or an

frastructure station (V2I) vsj ∈ V ∪ S, where vi �= vsj.

Also, let A be a circular area representing the RoI, with

dius r and centered at point (p, q). The objective of a geo-

calized content delivery application is to deliver content
lease cite this article as: F.A. Silva et al., Geo-localized con

ttp://dx.doi.org/10.1016/j.adhoc.2015.06.004
to all vehicles v ∈ V that travel through A during the con-

nt lifetime that starts at ti
c and ends at t

f
c .

One possible option to cover all target vehicles is to send

ontent to all vehicles entering the RoI through V2I commu-

ication. However, the cost of transmitting content using V2I

ommunication is significantly higher than the cost of trans-

itting the same content using V2V communication. Thus,

content replication solution may be adopted to reduce the

ost, but a high coverage rate must be maintained by select-

g a subset R ⊆ V of vehicles to act as localized content repli-

as, or in other words, surrogate servers.

In short, the objective of a geo-localized content replica-

on solution is to select appropriate vehicles to help with the

elivery of content to other vehicles that travel through a RoI.

he replica vehicles should be selected so that content avail-

bility increases and delivery cost decreases. Below, we de-

ribe our proposal, GO-DCR, to solve this problem.

.2. GO-DCR

We assume a hybrid scenario, where vehicles are

quipped with cellular as well as WAVE (Wireless Access for

ehicular Environment) [24] communication modules. This

a reasonable assumption, since most vehicles are expected

be connected to the Internet in the near future [25]. This is

trend supported by both academia [26] and industry [27].

herefore, the system model we assume will make the de-

loyment of our solution quite simple. In this system model,

ehicles are responsible for gathering data from their sensors

nd making it available to others. To help with this task, they

ke advantage of Internet servers with a broader view of the

etwork. The server is responsible for selecting the vehicles

act as replicas.

Content is assumed to be static and is provided by a ve-

icle that has sensed geo-localized useful information, such

s a traffic jam situation. This vehicle uses a cellular network

send the sensed content and its location reference to the

rver, which then proceeds to the execution of the repli-

ation task. At time of departure, ordinary vehicles send a

essage containing their O–D points, also using the cellular

etwork. The assumption that vehicles know their destina-

on points is reasonable given the increasing market pene-

ation of online navigation systems, such as Waze [28], in

hich users provide their destination even for known routes

avoid traffic congestion. The adoption of such systems is

xpected to increase even more with the advance of solu-

ons that provide real-time traffic status [29]. Furthermore,

ontext-aware navigation systems [30] are expected to learn

sers’ routine and infer their destination. In fact, Waze al-

ady does that and suggests a destination to the users de-

ending on their current location and period of day.

Different approaches can be used to strategically select

plicas. In this work, we use the origin oi and destination

i points of vehicle vi to decide whether or not it is expected

be a good replica. Furthermore, our solution measures a

overage index that indicates how well the RoI is covered by

plicas over time, in order to decrease delivery cost.

The GO-DCR content replication process runs every σ sec-

nds in the server. For each execution, the server evaluates

e efficiency of vehicles that sent their O-D points after the

st execution round for their roles as replicas. A vehicle is
tent availability in VANETs, Ad Hoc Networks (2015),
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Fig. 1. Precision of vehicles that indeed travel through a RoI when a straigh

line segment from its origin to its destination intercepts the RoI.

only considered a replica candidate if it is expected to pas

through the RoI, based on its O–D points.

A vehicle vi is considered to travel through the RoI when

a straight line segment from its origin oi to its destination d

intercepts the circular area A that represents the RoI. We as

sume vehicles travel following a straight-line segment from

their origin to their destination to save resources and time

In this case, there is no need to compute the vehicle’s rout

and trajectory, which requires complex graph algorithms. Al

though some vehicles may be incorrectly selected as replica

even when they do not travel through the RoI, we argue tha

this is acceptable due to conservation of time and resources

To demonstrate this rationale, we compute the ratio between

the number of vehicles that travel through the RoI consider

ing their real trajectory over the number of those that ar

assumed to do so in a straight line. In other words, To thi

end, we consider 33 randomly generated RoI of radius 500 m

1000 m and 2000 m for the Cologne scenario [31,32] com

prised of over 120,000 vehicles in a 400 km2 area. In fact, a

shown in the box plots of Fig. 1, the precision is quite good

particularly for larger RoIs. Therefore, only a small numbe

of replica candidates, based on the straight line, fail to trave

through the RoI in their real trajectories.

Two metrics contribute to the replica selection in

GO-DCR:

• the distance dA
i

a vehicle vi travels inside the RoI A: th

longer the better, because vehicles that travel for longe

distances inside the RoI are more prone to cover mor

vehicles;

• a coverage index IA
i

for the interval starting at time t

when vi enters A and ending at tl
i

when it leaves. This i

inversely proportional to the number of vehicles coverin

the RoI in the interval te
i

− tl
i
: the higher the better, be

cause fewer vehicles will be simultaneously covering A.

Fig. 2 depicts examples of six possible scenarios of depar

ture and arrival points. In the following, we refer to this figur

whenever necessary in helping understand the solution.

To compute the distance that a vehicle travels inside A, w

define the line formula that represents the segment
−→
oidi a

y = mx + c. Also, it is known that a circle A centered at poin
Please cite this article as: F.A. Silva et al., Geo-localized co

http://dx.doi.org/10.1016/j.adhoc.2015.06.004
Fig. 2. Different scenarios of vehicles intercepting the area A based on

straight line from their O–D points.

(p, q) with radius r is defined as (x2 − p) + (y2 − q) = r2

Next, we find the interception points of the line in the circle

if any. To this end, we first compute the values of m and c b

replacing the oi and di coordinates into the line formula. Next

we replace y from the line formula into the circle formula, ob

taining (x2 − p) + ((mx + c)2 − q) = r2. To conclude, we then

solve the quadratic equation to find the points (x1
i
, y1

i
) and

(x2
i
, y2

i
) where the line intercepts the circle.

In the event that no results are found, the vehicle wil

not pass through A, and is then not considered as a replic

candidate, as seen in the example of Vehicle 6 in Fig. 2

Also, it should be noted that having interception points doe

not imply that the vehicle travels through A, since the lin

y = mx + c is an extension of the segment
−→
oidi, as shown b

Vehicle 5 in Fig. 2. Although the line representing the seg

ment
−−→
o5d5 intercepts A, the segment itself does not. We then

compare the segment
−→
oidi to the points where the line in

tercepts the circle to check whether or not
−→
oidi is inside A

partially or totally. The distance dA
i

is then computed as th

Euclidian distance of points (x1
i
, y1

i
) and (x2

i
, y2

i
) which is th

part of
−→
oidi that is indeed inside A. After this procedure, w

have dA
i

for Vehicle vi, as marked for Vehicles 1–4, in Fig. 2

We then compute the contribution of this distance to the ve

hicle’s selection as the percentage of this distance relative t

A’s diameter:

wd
i = dA

i

2 × r
. (1

The next step is to compute the coverage index IA
i

tha

measures how well A is covered during the period Vehicl

vi is expected to be inside it. To this end, let Av be the are

covered by each vehicle, which is given by the V2V commu

nication range. We then estimate the number nA
i

of replic

vehicles that will be inside A simultaneously with vi, and th

total coverage area that they are able to achieve in the bes

scenario (i.e., with no overlaps). Since the best scenario has

very small chance of happening, we expect the occurrence o

redundant coverage areas. Then, we set the index as a nega

tive quadratic function:

IA
i (nA

i ) =
(−1

10

)
×

(
nA

i
∗ Av

A

)2

+ 100. (2
ntent availability in VANETs, Ad Hoc Networks (2015),
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The reasoning is to have a higher chance of a vehicle being346

a replica when A is under cover. The idea of using a negative347

quadratic function is to be more flexible under a low num-348

ber of simultaneous replicas, and more rigid in a selection349

already covered by numerous vehicles.350

Finally, we compute the probability of a vehicle’s selection351

as a replica by averaging both values defined by Eqs. (1) and352

(2):353

pi = wd
i

+ IA
i

2
. (3)

In summary, vehicles that travel for longer distances354

inside the RoI, when few other vehicles are expected to355

be there, are more prone to have higher selection prob-356

abilities. As soon as a selected replica enters the RoI, it357

starts disseminating content to its neighbors periodically,358

every δ s.359

4. Performance evaluation360
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to assess how each solution affects network performance. In 402

summary, the higher the coverage and the capacity, and the 403

lower the time to be covered, the redundancy, and the cost in 404

general, the better. 405

We present the simulation details and results for each 406

study as follows. All results represent the mean and the 95% 407

confidence interval of 33 simulation runs. For each run, a ran- 408

dom RoI position is used, which is the same for all three solu- 409

tions. This way, the solutions are compared under the same 410

conditions, and for different scenarios. It is important to state 411

that a different seed is used for the random number genera- 412

tor for each simulation run. 413

4.1. Baseline solutions 414

We compare GO-DCR to Push-and-Track [10] and Linger 415

[11] through extensive simulation. In Push-and-Track, the in- 416
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To assess the performance of GO-DCR as compared to two

xisting solutions, we conduct extensive simulations follow-

g two complementary approaches. The first, referred to as

large-scale study, adopts a large-scale mobility model and

ssumes an ideal network scenario with guaranteed packet

elivery. To this end, we implemented a simulator in the R

nvironment that performs efficiently with large-scale mo-

ility data, by assuming an ideal network scenario in which

ackets are not lost or corrupted, and the transmission rate

always as high as configured. In addition to the large-scale

valuation, we also implement and compare both solutions

the OMNET++ network simulator, which is referred to as a

etwork-enabled study.

We measure two major metrics: content availability and

elivery cost. The former refers to the ease of content avail-

bility to interested vehicles, in terms of coverage, time to

e covered, and capacity. The coverage is defined as Nc/Nt,

here Nt is the number of target vehicles and Nc is the num-

er of target vehicles covered. The time to be covered for ve-

icle vi is computed as TCi − TDi, where TDi is the time that

i departs from its origin point, and TCi is the time when it is

vered. Finally, the capacity represents the amount of data

at could be transmitted by replica vehicles, and is com-

uted as �i, jdi, j × TV2V ∀i ∈ R, j ∈ V, where di, j is the duration

f contacts between vi and vj, R is the set of replica vehicles,

is the set of all vehicles, and TV2V is the transmission rate of

e V2V communication technology.

The latter major metric, delivery cost, refers to the num-

er of messages exchanged, and the amount of redundant

at is transmitted. The number of V2I or infrastructure mes-

ges NV2I is the number of all messages exchanged between

frastructure stations and vehicles (i.e., Enter, Leave, Ack,

ntent from the server to selected replicas). The number of

d hoc or V2V messages NV2V is the total number of messages

xchanged between vehicles (i.e., control messages in Linger,

ntent from replicas to vehicles). The redundant messages

r a vehicle vi is defined as Ri = NCi − 1, where NCi is the

umber of times vi received the same content. The total of

e redundant messages is then the sum for all vehicles, de-

ned as Rtotal = ∑
i∈V Ri. In addition, we measure the num-

er of network lost packets for the network-enabled study
lease cite this article as: F.A. Silva et al., Geo-localized con

ttp://dx.doi.org/10.1016/j.adhoc.2015.06.004
astructure server keeps track of all target vehicles that are

lready covered (i.e., have received content). A vehicle sends

e server an Enter message when it becomes a target for

ontent, and a Leave message when it is no longer a target.

y the time a vehicle receives the content, it sends an Ack

essage to the server. The server keeps track of the covered

ehicles, and is then aware of the number of vehicles that

re still uncovered. Furthermore, the server expects a linear

overage behavior, in which at least p% of the target vehicles

re expected to be covered after p% of the content lifetime

as elapsed. If this coverage expectation is not satisfied, the

rver randomly selects new replicas and sends them con-

nt using the cellular network. The replicas then start de-

vering the content periodically every δ seconds. Here, we

onsider δ to be 1 s, which is the same value used for GO-

CR. Push-and-Track also defines a panic zone that starts at

defined time before the content expiration time, when all

ncovered vehicles receive the content through the cellular

etwork. Here, the panic zone begins 10 s. before the expiry

f content lifetime.

Linger [11], on the other hand, is a totally distributed so-

tion in which vehicles compute a comparable index that

dicates how suitable they seem to be as replicas. The index

kes into account the vehicle’s speed, direction, and distance

the RoI. The higher the index, the better replica a vehi-

le is expected to be. Initially, the vehicle that first senses or

enerates the geo-localized data to be shared is assumed as

plica. From this time on, a distributed replica selection pro-

ess starts with the first replica computing and sending its

dex to its one-hop distance neighbors. Upon receiving the

dex, these neighbors also compute their own indices, and

ompare them with the received value. When the computed

dex is higher than the received one, the replica candidate

aits for a period that is inversely proportional to its index

efore responding to the current replica, indicating that it

ould become a replica. Thus, the first vehicle that responds

expected to have the higher index among the neighbors,

nd is then selected as the new replica. It should be noted

at many replicas may exist simultaneously, and that each is

sponsible for looking for new, better replicas. Each replica

elivers content to its neighbors every δ s. Here, we consider

to be 1 s, which is the same value used for GO-DCR and

ush-and-Track.
tent availability in VANETs, Ad Hoc Networks (2015),
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Fig. 3. Simulation scenarios.

4.2. Large-scale study

VANET solutions, particularly those regarding conten

replication, require large-scale performance evaluations t

be proven effective; otherwise, the results may not represen

reality. However, due to computational complexity and hard

ware constraints, the existing network simulators, such a

NS-2 and OMNet++, do not perform well in large-scale mobil

ity scenarios [33]. Thus, we developed a specific simulator in

the R environment that performs efficiently with large-scal

mobility data; this is achieved by assuming an ideal networ

scenario.

The simulations were performed for a publicly available

large-scale realistic mobility trace [31,32] from the city o

Cologne, Germany, comprised of over 120,000 vehicles be

tween 6:00 a.m. and 8:00 a.m. of a weekday, in a 400 km

area (See Fig. 3(a)). We vary the RoI radius from 500 m t

2000 m to measure how well the solutions perform unde

different application demands.

We assume V2V and V2I transmission rates to be o

1 Mbps and 3 Mbps, respectively, based on real experiment

conducted in [34]. Vehicles have a transmission range o

100 m based on the results presented in [35]. Hence, Av =
π × 1002 is the area covered by each vehicle. We consider

static content of size 100 Kbytes, as a single fragment of th

same size, to be delivered to vehicles that are inside the Ro

during the 2 h of the mobility scenario. For all solutions, th

replicas deliver the content periodically every δ =1 s when

inside the RoI, and the server runs its allocation process ev

ery σ = 1 s. In Push-and-Track, the panic zone starts 10

0
20

40
60

80
10

0

RoI Radius (m)

C
ov

er
ag

e 
(%

)

500 1000 2000

GO−DCR
Push−and−Track
Linger

(a) Coverage

0
50

10
0

15
0

T
im

e 
(s

)

500

GO
Pu
Lin

(b) Ti

Fig. 4. Large-scale simulation results in terms of content availability. GO-D
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before the content lifetime expires. The number of simulta

neous replicas assumed for Linger is 200 for the large-scale

and four for the network-enabled studies.

4.2.1. Results

Fig. 4 presents the content availability results. GO-DCR

covered more vehicles than Push-and-Track and Linger, a

shown in Fig. 4(a). This is because GO-DCR balances the num

ber of replicas over time, and selects vehicles that are ex

pected to be more valuable in terms of coverage. The cover

age of Push-and-Track decreases for the 2000 m RoI radiu

scenario. In contrast, GO-DCR adapts accordingly to large

RoIs, because of the computed coverage index. It should

be noted that Linger presents very poor coverage result

in large-scale evaluations, particularly for larger RoI radius

Our network-enabled study confirms the proof provided b

Linger’s authors of its effectiveness for small mobility scenar

ios. However, Linger performs more poorly when large-scal

mobility scenarios are used. In fact, given the large numbe

of vehicles to be covered, Linger cannot select the appropri

ate replicas, covering only a small subset of all target vehicles

It is important to state that not even the panic zone strateg

of Push-and-Track could improve its coverage; many vehicle

leave the RoI without being covered, and then are not con

sidered in this panic stage. Thus, this strategy is only effec

tive for vehicles that are inside the RoI when the panic zon

starts.

The appropriate replica allocation also led GO-DCR t

cover vehicles earlier than Push-and-Track and Linger, a

shown in Fig. 4(b). This metric is of great value when con

tent must be delivered as soon as possible, as in the cas

for traffic condition alerts. Fig. 4(c) illustrates that Push-and

Track could transmit slightly larger content than GO-DCR and

Linger, since contacts among replicas and target vehicles las

longer. However, this accomplishment is undervalued due t

the lower coverage obtained.

GO-DCR also performed better than Push-and-Trac

when it comes to delivery cost in terms of the number of V2

messages exchanged, as shown in Fig. 5(a). Given this result

we argue that the objective of giving preference to less ex

pensive communication, V2V, was achieved by GO-DCR, a

illustrated in Fig. 5(b). Since Linger does not rely on infras

tructure stations, it does not require infrastructure message
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g. 5. Large-Scale simulation results in terms of communication cost. GO-DC

d to a higher redundant, in terms of V2V messages.

operate. Linger also does not require many V2V messages,

result of the bad replica allocation.

However, the improvement in content availability and the

reference for V2V communication come at a price. GO-DCR

itiated a greater amount of redundant data than Push-and-

ack and Linger because the replica vehicles were in more

equent contact with the same target vehicles, as shown in

ig. 5(c). Regardless, the redundant data in GO-DCR is a result

f V2V content transmissions, which is less critical than using

e most expensive V2I communication.

.3. Network-enabled study

The objective of this study is to evaluate GO-DCR when

ehicular specific network protocols are used. To this end,

e implement the three solutions in the OMNET++1 net-

ork simulator; it provides the WAVE (Wireless Access

r Vehicular Environment) suite [24] which includes the

EE 802.11p standard [36] for MAC and physical layers,

nd the IEEE 1609 protocol suite to define the upper-layer

perations.

Due to computational constraints, we adopt a smaller mo-

ility scenario from a different city to complement the large-

ale results, then increase the evaluation reliability. Adopt-

g a different mobility scenario from the large-scale study

important in order to assess the performance in two sce-
arios, instead of only one. We adopt a Manhattan-like mo-

ility scenario, illustrated in Fig. 3(b), comprised of vertical

nd horizontal double-lane roads in a 9 km2 area, in which

locks have an average size of 80 × 270 m2. Manhattan

as chosen because of its similarity with many other cities

round the world in terms of roads and traffic. To simulate

alistic vehicle movements, we take advantage of the mo-

ility model defined by SUMO.2 We fixed the radius of the

oI at 500 m to be in accordance with the simulated area.

e consider a static content size of 100 Kbytes, as a sin-

le fragment of the same size, to be delivered to vehicles

at are inside the RoI during the entire application running

me.

1 http://www.omnetpp.org.
2 http://sumo-sim.org.
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ig. 6. Network-enabled simulation results in terms of content availability.

Based on the results presented in [37], we set the pa-

meters of the physical layer as follows: the simplified path

ss model exponent α parameter is 2, and the transmis-

on power is 10 mW. To improve even more the realism of

e physical layer, we also adopt the shadowing model de-

ribed in [38]. This is a realistic model for urban environ-

ents based on IEEE 802.11p measurements that simulates

gnal attenuation caused by buildings. In other words, the

ommunication is affected by the presence of buildings, as

real environments. We set the other parameters, such

s delivery interval and content size, with the same values
s in the large-scale evaluation study. We run simulations in 579

w, medium, and high network density to evaluate different 580

enarios. 581

.3.1. Results 582

The network-enabled content availability results are 583

own in Fig. 6. Given the confidence interval, all solutions 584

chieved 100% coverage for all network densities, as shown in 585

ig. 6(a). This result was expected due to the size of the net- 586

ork scenario, which increases the chance of a target vehicle 587

oming into contact with a replica vehicle. When it comes to 588

e time-to-be-covered, Linger and Push-and-Track present 589

ightly better values, particularly for low network densities, 590

s depicted in Fig. 6(b). This is due to the fact that GO-DCR 591

oes not focus on covering vehicles as soon as possible, but 592

n balancing the number of replicas along time and space. 593

s a result, target vehicles at the beginning of the content 594

tent availability in VANETs, Ad Hoc Networks (2015),
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network density, since Linger requires more negotiation mes- 627

sages in the replica selection process. 628

Finally, Fig. 7(d) shows that Linger also results in greater 629

packet loss, mainly due to communication congestion caused 630

by the large number of messages required. This is even more 631

critical for scenarios with greater network density. 632

It is important to discuss differences observed when com- 633

paring large-scale with network-enabled results. For exam- 634

ple, Linger performed quite well in the small-scale, network- 635

enabled scenario, and very poorly in the large-scale scenario. 636

In other words, Linger, as originally proposed, should be used 637

in small scenarios and avoided in large-scale ones. There- 638

fore, we argue that each solution has its advantages and 639

disadvantages. 640

In general, considering both large-scale and network- 641

enabled results, we can state that our proposal, GO-DCR, 642

achieves high coverage results and conserves resources by 643

requiring a low number of V2I exchanged messages. We ac- 644

complished our objective of balancing the number of repli- 645

cas over time, covering as many vehicles as possible and us- 646

ing as little infrastructure as possible. In conclusion, GO-DCR 647

is a cost-effective solution that could be adopted in various 648

scenarios. 649

5. Conclusion 650

Many VANET applications require content to be deliv- 651

ered to vehicles inside a specific RoI. To assist with this 652

task, we propose a geo-localized content replication solution 653

that selects appropriate vehicles to keep replicas and deliver 654

them to the target vehicles. Our solution, called GO-DCR, re- 655

lies on origin-destination points to allocate vehicles that are 656

more likely to be good replicas. Extensive simulation results 657
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Fig. 7. Network-enabled simulation results in terms of cost (V2I message

V2V messages, redundancy and network lost packets).

lifetime may not be in immediate contact with a replica ve

hicle. In addition, Push-and-Track selects more replicas than

GO-DCR, which increases the chance of target vehicles mak

ing contact with replica vehicles. In fact, we measured tha

Push-and-Track selects on average approximately 3.7 time

more replica vehicles than GO-DCR. Linger also perform

quite well on this metric, regardless of the network density

For such a small-scale scenario, the distributed index-based

approach followed by Linger is very useful. However, when

we also consider the large-scale evaluation results, GO-DCR

seems more attractive. Furthermore, these results come at

price for Push-and-Track, as shown by the communication

cost results in Fig. 7.

With respect to communication costs, Fig. 7(a) shows tha

Push-and-Track requires a significantly higher number of V2

messages to be exchanged during its operation, when com

pared to GO-DCR and Linger. In fact, this is a key point

since V2I communication is more expensive than V2V. Again

Linger requires no V2I messages, since it relies exclusively on

V2V communication.

On the other hand, both Push-and-Track and GO-DCR

present similar results for V2V communication costs and re

dundancy, with slightly better values for GO-DRC, as shown

in Fig. 7(b and c). These results are mainly because Push

and-Track selects more replica vehicles (i.e., approximatel

3.7 times on average) and adopts the panic zone approach us

ing V2I communication. On the other hand, GO-DCR balance

the number of replicas over time to give more opportunitie
for using V2V communication. Linger, on the other hand, re-

quires a larger number of V2V, and consequently, generates

more redundant messages than the other solutions. Further-

more, these values increase in a manner linear to with the

- 679
s, 680

681
- 682

s, 683
684
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showed that, in general, GO-DCR performed better than tw

existing solutions in terms of content availability and deliv

ery cost.

When it comes to content replication for VANET applica

tions, there is still a great deal of work to be done. It will b

important to evaluate GO-DCR considering different appli

cation demands, such as large and delay-sensitive content

In addition, incentive mechanisms, such as discounts in ser

vices and priority for data downloading, should be adopted

to give benefits to vehicles that cooperate for the deliver

process.
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