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Abstract
In recent years, the Underwater Internet of Things (IoUT) has become a popular technology for exploring the underwater
environment. IoUT enables administrators to explore and monitor underwater environmental phenomena from anywhere in
the world where there is Internet access. Due to the harsh underwater environment, the reliability of communication between
sensor nodes deteriorates, causing certain performance issues such as higher packet loss rate and long end-to-end delay.
Therefore, it is essential to manage the communications between the sensors to address these problems in order to improve
the QoS. Software-defined networking (SDN) is one of the most promising architectures for providing efficient network
management by decoupling the data plane from the control plane of the network. This paper proposes a new QoS routing
technique for SDN-based IoUT aiming at improving QoS by establishing reliable paths between sensor nodes. To do this, the
controller gathers the 3D coordinates of each underwater sensor in order to compute the distance between the nodes. Then,
it estimates the reliability of each link by using underwater acoustic equations. Finally, it calculates the most reliable path
with minimum delay and installs the path on the nodes located along it. The experimental results show that our mechanism
significantly outperforms other non-SDN approaches in terms of several performance measures ranging from packet loss ratio
and end-to-end delay to energy consumption.

Keywords IoT · IoUT · Underwater networks · QoS · SDN

1 Introduction

The earth is a planet covered with more than 70% of water.
Therefore, there are many unexplored underwater areas.
Since 2000, the advent of underwater wireless sensor net-
works (UWSN) has enabled not only the exploration of
unknown underwater areas, but also many possible underwa-
ter applications [1–3]. In a nutshell, an UWSN consists of a
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number of sensor nodes which are distributed in an underwa-
ter area to collect the desired information with respect to its
application. Some interesting applications are environmental
monitoring, disaster prevention, mine reconnaissance, dis-
tributed tactical surveillance, and so forth [4].

Since the electromagnetic signal faces a strong attenua-
tion in the underwater environment, underwater sensors use
acoustic signals as a means of transmission [5]. Unfortu-
nately, the acoustic signals have a low bandwidth and a long
propagation delay [4]. In addition, the speed of sound under
the water depends on the salinity, temperature, and pressure
of thewater [6]. All these limitations lead to a lack of reliabil-
ity of the submarine links.Moreover, theUWSN suffers from
certain challenges such as energy constraint [7,8], high chan-
nel impairment, and high packet loss [9,10]. Besides, since
replacing the battery is not possible in most cases for under-
water sensors, energy efficiency becomes another important
problem in such networks.

Recently, the Underwater Internet of Things (IoUT) has
been proposed as a new technology that intends to connect
the UWSN to the Internet in order for people to facilitate
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controlling and monitoring their underwater networks from
remote terrestrial locations [11]. Indeed, IoUT, first intro-
duced as a world wide network of smart underwater objects
which are connected together and can be monitored from
remote sites [12]. Each of smart objects has different roles
in an underwater environment [11]. Sensor nodes are used to
observe environmental phenomena as well as relaying data
packets from source to destination. Autonomous Underwater
Vehicles (AUVs) move around underwater sensors and send
them some controlling commands or collect their observed
data in order to deliver them to a sink node. It is worth to
mention that, IoUT is more similar to terrestrial-based coun-
terpart (IoT) in terms of structure, functionalities, limitations
in energy and computation and so on [12]. In IoUT, usually,
the sink node is located on the water surface and equipped
with acoustic and electromagnetic transceivers. In fact, it
communicates with sensor nodes and AUV by using acous-
tic signals and also communicates with onshore station or
satellite by using electromagnetic signals. The role of the
earth station is to receive the data collected from the sink,
to analyze or summarize it and finally to send the results to
the monitoring center via the Internet infrastructure. Satel-
lite links can help forward data from the sink to the onshore
station in situations where the sink node and the onshore sta-
tion are in far distance from each other. As shown in Fig.
1, each sensor can sense various types of phenomena such
as pressure, temperature or chemicals, then forward them to
the sink. A major limitation in such architecture is that, each
sensor has no overall knowledge of the network and the cur-
rent conditions of the underwater channel. More precisely,
each sensor only knows its neighbors. Moreover, due to the
lack of global knowledge of the network, routing protocols
cannot establish an optimal route between a pair of sensors
or between a sensor and the sink. This limitation might cause
to transmitting data over an unreliable path with a long delay.

Software Defined Networking (SDN) is a new network-
ing paradigm which decouples the control plane from the
data plane [13]. This separation facilitates a dynamic and
fine-grained network management and also allows the pro-
visioning of quality of service (QoS) [14]. The controller
module has a global knowledge of the network. It collects
valuable information from data plane equipment and also
manages them by sending control commands. The data plane
devices follow the commands upon receiving a packet. In
short, the controller determines how the network devices
should behave. The concept of SDN can be used for UWSNs
toovercomecertain limitations such as interoperability issues
between heterogeneous underwater devices from different
vendors [1], efficient network management and QoS provi-
sioning [15].

In an SDN-based UWSN, each underwater device is pro-
grammed and configured by a centralized controller [1,16].
For instance, OF-sensor nodes are programmable underwa-

ter nodes which are able to communicate with the controller
[17]. As shown in Fig. 1b, the controller in an SDN-based
UWSN has a global knowledge about the network devices
such as AUV or sensors and thus can manage the network
in an efficient manner. It can install appropriate forwarding
rules on sensor nodes with respect to the current network
condition.

In this article, we propose a new SDN-enabled architec-
ture that facilitates the installation of reliable paths between
network equipments in order to improve QoS provisioning.

In our proposed architecture, at the first step, under-
water nodes notify the network controller (Sink) of their
coordinates. After collecting the coordinates of each node,
the controller computes the Euclidean distance between the
nodes. In addition to distance, the controller uses underwater
communication equations to calculate the reliability of the
link between neighboring nodes. Knowing the length and
reliability of each link in the network, helps the controller
compute the suitable paths between source and receiver
nodes in terms of delay and reliability. After calculating the
paths, the controller installs it on all relevant nodes along the
path between the source nodes and the sink on the sea surface.
This behavior leads to improve QoS because the computed
path has obtained using the global knowledge of controller,
instead of using distributed routing protocols. We are not
aware of any academic related work about leveraging the
benefits of SDN in IoUT to yield more reliability and QoS.
To the best of our knowledge, this paper is the first research
work to achieve this goal. In summary, the contributions of
this paper are three-fold:

– We propose a new SDN-enabled architecture for Internet
of Underwater Things.

– Wepresent anddevelop a centralizedQoS routing schema
to estimate the best path from each node to the sink.

– We conduct extensive simulations to evaluate the perfor-
mance of our method and compare its results with those
obtained from a none SDN-based architecture.

The remainder of this paper is organized as follows: In
Sect. 2, some related works about SDN-based UWSN and
IoUT are reviewed. The proposed architecture and problem
formulation are described in Sect. 3, respectively. In Sect.
4, simulation details and test results are presented. Finally,
conclusions are described in Sect. 5.

2 Related work

In this section, some related work on IoUT and SDN-based
architecture for UWSN are surveyed.

The advent of IoT concept in 1985 [18] has led to a
great revolution in all areas of computer networks includ-
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Fig. 1 Sample architecture of
IoUT

ing UWSN. Indeed, IoT enables to control or monitor a
large number of interconnected smart objects such as physi-
cal devices and sensors from remote locations [19]. In light
of this, IoUT was first introduced in 2012 by Domingo [12].
Berlian et al. [20] have proposed an IoUT-based framework
for smart environment monitoring and analysis in real-time
System. This framework first retrieves the obtained data from
underwater sensors and Remotely Operated Vehicle (ROV).
Example of these data could include total dissolve solid, pH,
electrical conductivity, salinity, etc. Then, the data are ana-
lyzed in a data center platform based on HadoopMulti-Node
Cluster. Finally, the result of the analysis or the data collected
is displayed in the formof a graphor table and canbe accessed
from anywhere in theworld. Zhou et al. introduced Enhanced
Channel-Aware Routing Protocol (E-CARP), a new rout-
ing protocol for underwater sensors [21]. E-CARP enables
caching the collected data in the sink node and prevents for-
warding the cached data over the network. This policy results
in lower communication costs and an increase in network
capacity.

Smart-IoUT has been proposed by Nayyar et al. [22] as
a novel smart aquatic monitoring prototype. This prototype
allows to access to the underwater live data such as temper-
ature, pH, turbidity and dissolved Oxygen from world-wide.
Urunov et al. [23] studied the key factor and problems of
Network Management System (NMS) for IoUT. Moreover,
they have presented the role of NMS in IoUT and proposed
a topological discovery algorithm to improve management
services in an underwater environment. In [24], authors have
estimated the reliability of underwater links in IoUT in terms
ofBit Error Rate (BER). To do this, they have investigated the
impact of Signal-to-Noise Ratio (SNR) on BER. As a similar

work [11], authors also attempted to estimate the probability
of an underwater link in terms of successful delivery ratio.

Francisco et al. [25] have proposed Water Ping as a sup-
pression protocol for ICMP and ICMPv6 for IoUT. The
aim of Water Ping is to reduce the traffic and also enable
some underwater applications such as monitoring lakes or
oil pipelines. To achieve this goal, Water Ping only sum-
marizes the header of ICMP without modifying the TCP/IP
protocol stack and without the need for additional software
or drivers. Xu and Liu [26] proposed an energy-efficient
schedulingmechanismwith high computation-utilization for
IoUT , called EAST (Energy-Aware scheduling with Spatial-
Temporal).Their mechanism is used to enable transmission
of sensed data from the underwater objects. In order to
eliminate exposed and hidden terminal problem, EAST uses
probability-based contention model. Experimental results
confirmed that EAST can outperform other representative
underwater MAC protocols in terms of energy consumption,
network throughput and success delivery ratio.

As mentioned in Sect. 1, in an UWSN or IoUT, the smart
objects are spreaded in the underwater environment and they
communicate with each other in a distributed manner. In
such cases, due to the lack of a centralized management
schema, the heterogeneity of devices and the harshness of
underwater environment, network management faces signif-
icant limitations [1]. Fortunately, in last few years, some
software defined technologies such as cognitive acoustic
radio (CAR) [27], software defined radio (SDR) [28] and
SDN [17] have been emerged to address the limitations of
UWSN. However, software defined underwater acoustic net-
working, introduced by Torres et al. [29], was not a real
SDN-based architecture. Their proposed approach was a
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programmable acoustic modem named UANT(Underwater
Acoustic Networking plaTform ) which uses GNU radio as a
SDR framework. In [30], Torres et al. have discussed advan-
tage of UANT and investigated some applications such as
NetPerf, Ping and TinyOS tools using UANT. SoftWater is
the first SDN-based architecture introduced by Akyildiz et
al. [17] to provide scalability, energy efficiency and high
network robustness and throughput. Moreover, it supports
interoperability between underwater devices and enables var-
ious underwater applications.

Wang et al. have proposed an SDN-based solution in
UWSN as an framework for big data [31]. The proposed
solution maximizes network capacity while reducing man-
agement complexity. Qin et al. have proposed an Energy-
aware Clustering protocol based on the Improved K-Means
algorithm (ECBIK) [32]. They also introduced a novel Ant
Colony algorithm combining with Markov Reward Pro-
cess (R-ACO) to optimize the distance and angle of AUV
path planning. Their simulation results showed that using
R-ACO routing can increase node survival rates. In [33],
Lin et al. have introduced DSR-SD as a routing schema
for delay sensitive SDN-based UWSN. DSR-SD leverages
SDN capabilities to gather network topology statistics and
then estimates spatio-temporal characteristics. Finally, it
calculates the routes and installs forwarding rules on corre-
sponding intermediate nodes. Simulation results have shown
that DSR-SD decreases the packet sojourn time in delay-
sensitive underwater applications.

In [34], Luo et al. proposed a novel test-bed for SDN-
based UWSN in which an RF wireless node communicates
with the on-shore SDN controller using one-hop out-of-band
RF channel. In this test-bed, underwater sensors use acous-
tic signals for communication and serve as the data plan.
Fan et al. presented a centralized approach as the network
control plane to manage and control an AUV network [35].
The role of the control plane in their approach was to plan
routing and movement decisions for each individual AUV.
Alostad proposed a dynamic adaptive routing (DAR) proto-
col for teh IoUT environment to improve the reliability of
packet transmission. The main objective of DAR is to main-
tain the trade-off between reliability and network lifetime.
To achieve this goal, it calculates routes by using an optimal
directed acyclic graph (DAG). The simulation results showed
that DAR improves the packet delivery ratio in underwater
environments where the Bit-Error-Rate (BER) is high.

In order to compare the above research work in terms
of some influential parameters in underwater environments
such asmobility, energy, delay, and reliability, we summarize
them in Table 1. As shown in this table, some of the research
works focus on realizing IoUT concept while others have
exploited SDN paradigm in UWSN to reduce management
complexities. However, none of them has been investigated
using SDN in IoUT specially for providing better reliability

and QoS. More precisely, to the best of our knowledge, no
existingworks focus on the role of SDN architecture in IoUT.
To fill this gap, in this paper, we intend to use SDN as a
centralizedmanagement schema for IoUT in order to achieve
better performance in terms of end-to-end delay, reliability
and energy consumption.

3 Proposed SDN-based IoUT architecture

In this section, first we introduce our SDN-based IoUT archi-
tecture and then describe the problem formulation for the
QoS routing schema.

In SDN, the controller maintains a global knowledge of
the network which provides the possibility to have an effi-
cient network management schema. Thus, our architecture
leverages the advantages of SDN in an IoUT environment.
Figure 2 illustrates our proposed architecture. According to
this figure, the SDN controller located above the sea surface
manages the underwater things that have been deployed in the
underwater environment. An underwater thing can be a sen-
sor, an AUV or any other smart equipment. These things are
able to communicate with each other in order to exchange
the information collected from their surrounding environ-
ment. Furthermore, these underwater objects are capable pf
forwarding packets traveling from a source toward the sink.
To do this, each thing has a flow table similar to [17] and it
can be programmed to execute the operations specified by
the remote controller. In fact, the underwater objects can act
as a forwarder (i.e. a switch). This means that when a node
receives a packet, it forwards the packet according to the
forwarding rules in its flow table. The flow table is filled or
emptied according to the instructions sent by the controller.
In this architecture, the SDNcontroller is implemented on the
sink node and in addition to collecting data from underwa-
ter objects, it is responsible for controlling network devices
and installing paths. In fact, to install the paths on the rel-
evant nodes, the controller sends forwarding rules to the
nodes along a path and asks them to add the rules to their
flow table. After this step, the nodes can forward the receiv-
ing packets regarding the rules. In our proposed architecture,
the controller is accessible and configurable from anywhere
in the world via the Internet connection. In addition to the
current capabilities, a network administrator can add more
functionalities such as load balancing, security, energy sav-
ing mechanisms, etc.

The proposed architecture is beneficial because the con-
troller can collect network statistics and offer efficient routes
to underwater things based on the current condition of under-
water channel. This achievement is due to the use of a
centralized component which alleviates the problems of dis-
tributed schemes.As thematter of fact, it is difficult to control
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Table 1 Comparison between
related work

Paper SDN based IoT based Energy Delay Reliability Mobility

Berlian et al. [20] X � X X X X

Qin et al. [32] X � � X X �
Zhou et al. [21] X � � X X X

Torres et al. [30] � X X � � X

Nayyar et al. [22] X � X X X X

Urunov et al. [23] X � � X X X

Akyildiz et al. [17] � X � � � �
Kao et al. [24] X � X X � X

Francisco et al. [25] X � � X � X

Luo et al. [34] � X � � � X

Xu and Liu [26] X � � X � X

wang et al. [31] � X X � � X

Fan et al. [35] � X X X � �
Lin et al. [33] � X X � � �
Qin et al. [32] X � � X X �
Alostad [36] X � � X � X

Proposed method � � � � � �

Fig. 2 Proposed SDN-based
IoUT architecture

underwater things using a distributed mechanism especially
when the scale of the network expands.

3.1 Problem formulation

The role of the controller is to calculate and announce a reli-
able route in order to increase the packet delivery ratio and to
decrease the end-to-end delay to achieve a better quality of
service.Regarding the critical role of the controller, it isworth
to mention that, it can be possible to add additional backup
controllers to eliminate single point of failure problem. In

the following, we describe how the controller calculates a
reliable path between two pair of underwater nodes.

We assume that each node knows its coordinates and
periodically announces the coordinate information to the
controller and there are also no two collocated nodes in the
environment. It should be noted that the coordinate of each
thing can be calculated using various localization methods
[37]. In our proposed schema, we assume that the movement
of nodes is little and negligible. After obtaining the coor-
dinate data of all the underwater things, the controller can
calculate the distance between a pair of nodes using Eq. (1):
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d =
√

(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2 (1)

where d is the Euclidean distance between the nodes. After-
ward, the controller must calculate the successful delivery
ratio for a packet. To do this, it uses Eq. (2) as follows [11,24]:

Pm
success f ul(γ ) = [

1 − BER(γ )
]m =

[
P1
success f ul(γ )

]m

=
{
1

2
+ 1

2

√
10γ /10

1 + 10γ /10

}m

(2)

where m is the packet size, is the Signal-to-Noise Ratio
(SNR) and BER() is the Bit Error Rate of the underwater
channel, respectively. The SNR of an underwater channel is
obtained from Eq. (3) [11,24].

γ = 10[log(P) − log(4π.r2) − log(0.67 × 10−18)]
−20 log(d)

−
[(

0.11 f 2

1 + f 2
+ 44 f 2

4100 + f 2
+ 2.75 × 10−4 f 2 + 0.003

)

×d × 10−3
]

−50 + 18 log( f ) (3)

where P is the transmission power, d is the distance between
the two nodes which is calculated using Eq. (1), f is the
frequency and r is the transmission rage. All parameters in
Eq. (3) are channel specific and can be manually config-
ured by the administrator in the controller. We assume that
all underwater things have the same transmission power, the
same transmission range and use the same frequency band
for communication.

Till now, the controller knows the distance between adja-
cent nodes and the reliability of all links between the
nodes. To compute reliable paths between the nodes, the
controller can consider a cost for each link by combin-
ing the delay and reliability of the link as follows [11,
24]:

ωab = α.dab + (1 − α).pab (4)

where is weighting factor,dab is the distance between two
nodes (calculated in Eq. 1) and pab is the probability of
packet successful delivery ratio (calculated in Eq. 2). It
is worth noting that, before using Eq. (4), the controller
normalizes pab and dab, and then use them in the for-
mula. After calculating the cost for each link, the controller
applies the Dijkstra algorithm to find the minimum cost
path for a pair of nodes. The minimum cost path is the
path with the highest reliability and shortest delay. At the

Algorithm 1: Pseudo-code for path computation in the
controller.
Data: Nodes: list of sensor nodes, Coordinates: list of nodes’

coordinates, W: Matrix of Cost between two nodes, R:
Transmission Range of each node, Pm: Path from node m
toward the sink node, Di jkstra(W ,m):Shortest path
between m and sink node regarding W

1 W ← 0 ; /* Initialize Cost matrix */
2 for m ∈ Nodes do
3 for n ∈ Nodes do
4 if (m! = n) then
5 dmn ← distance(m,n) ; /* Compute distance

using Eq.1 */
6 if (dmn > R) then
7 W[m][n] ← 0
8 else

/* Calculate packet delivery
ratio between m and n using
Eq.2 */

9 pmn ← PDR(m,n)
10 W[m][n] ← α.dmn + (1 − α).pmn

11 end
12 else
13 W[m][n] ← 0
14 end
15 end
16 end
17 for m ∈ Nodes do
18 Pm ← Di jkstra(W ,m)

19 install(Pm) /* Install Pm on all relevant
nodes along the path */

20 end

final step, the controller installs the calculated path on the
relevant nodes. After these steps, upon receiving a packet,
each node will be able to send it to the next determined
hop.

In order to eliminate the complexity of network man-
agement, we assume that the controller operates proactively
rather than reactively. In this way, before any communica-
tion between the nodes, the controller calculates and installs
the paths between the nodes. Since in an underwater envi-
ronment most nodes have mobility due to water currents
and the environment is also very variable, we consider that
the controller periodically performs the above process to
announce new paths with respect to the current condition of
the underwater channel. The Algorithm 1 shows the pseudo-
code for calculating the path between underwater things and
the sink node. InAlgorithm 1, from line 2 to 16, the controller
fetches the link’s length and reliability and then calculates
the cost of each link using Eq. (4). if condition in line 6,
prevents the cost calculation for the links whose length is
greater than the sensor transmission range. From line 17
to 20, the controller calls Dijkstra(W,m) function in order
to calculate the minimum cost path between the network
nodes.
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4 Performance evaluation

In this section, a comprehensive simulation study is per-
formed in MATLAB [38]. The results were analyzed to
assess the performance of the proposed method and to com-
pare with two famous underwater routing schemes, namely
Depth-Based Routing (DBR) [39] and Broadcast Routing.
DBR is a well-known routing protocol in underwater net-
works and most of the literature have been used DBR as a
benchmark to evaluate their works. In DBR, each node upon
receiving a packet, first examines the depth field in the header
of the received packet which has been set by the previous
node. If this value is greater than the depth value of current
node, the packet is forwarded to upper nodes. Otherwise, the
packet will be dropped. By this way, the packet is routed
from its originating node to the sink node on the water sur-
face. Broadcast routing is also another popular benchmark
in which each node simply broadcasts the received packets
without any consideration. In addition to DBR and Broad-
cast routing, we have implemented a Hop Based Routing
(HBR) protocol that calculates the route from source to des-
tination based on the number of hops between them. The use
of hop-count metric for routing is very popular in computer
networks, and most of the known routing protocols use this
concept.

To make a fair comparison, the proposed method and
benchmarks are evaluated in different scenarios. All exper-
iments are executed on a computer with a CPU Intel Core
i7-4700MQ-2.4 GHz and 6 GB of memory. For all sim-
ulations, the sink node collects transmitted packets from
underwater things and also operates as the controller. In our
simulations, the sink is located in the center of the topology
on the water surface while other underwater things are ran-
domly deployed in a 3-D underwater 500m × 500m × 500m
area. Each underwater thing announces it’s coordinate every
20 s to the sink. Accordingly, the sink is configured to execute
the computation every 20 s and then announces the calculated
paths to the underwater things. We assume the configuration
parameters similar to LinkQuest UWM1000 [40] acoustic
modem for all underwater nodes. All simulation parameters
are shown in Table 2.

We assume the following metrics for the performance
evaluation.

– Average End-to-End Delay: it is the average elapsed time
that a packet travels from an underwater thing to the sink
node.

– Packet Loss Ratio: it is the ratio between the number of
packets not delivered to the sink node and all the packets
originated from the underwater nodes.

– Energy Consumption: it denotes the total energy con-
sumed by underwater things for sending and receiving.

Table 2 Simulation Parameters

Parameters Value

Number of underwater things 500

Simulation time 3600 s

Frequency 26.7 KHz

Transmit mode power consumption 2 W

Receive mode power consumption 0.75 W

Bandwidth 17.8 kbps

Communication range 350 m

Packet size 100 Byte

Fig. 3 Average end-to-end delay versus traffic rate

– First NodeDeath Time: it denotes the time the first under-
water node runs out of energy.

– Number of Alive Nodes: it indicates the number of under-
water things for which the battery is not exhausted at the
end of the simulation.

Figure 3 shows that the proposedmethod achieves reason-
able performance in terms of average end-to-end delay for
different traffic rates and outperforms other three methods.
The reason is that, the cost of each link is calculated according
to it’s delay. On the other hand, in DBR, each node postpones
packet forwarding for a specific time leading to an increase in
the average end-to-end delay (cf. Fig. 3). Figure 3 also shows
that Broadcast and HBR routing obtains longer average end-
to-end delay than the proposed method for all traffic rates.
The reason is that, in Broadcast routing each node immedi-
ately forwards a received packet to all it’s neighbors. As a
result, the network will be congested and it takes longer in
MAC layer for a device to capture the channel in order to for-
ward the received packets. For HBR, the average end-to-end
delay is relatively high, as it does not consider the distance

123

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



R. Mohammadi et al.

(a) (b)

(c) (d)

(e)

Fig. 4 Energy consumption versus traffic rate
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or delay between nodes and only chooses the shortest path
in terms of the number of hops.

As mentioned in Sect. 1, energy efficiency is one of the
main important issues for underwater things. Since in the pro-
posed method, each thing notifies the controller only of it’s
coordinate and only executes the commands received from
the controller, it can save energy as shown in Fig. 4. This
figure shows that not carrying out additional operations by
underwater things when using the proposed methods leads
to greater energy efficiency compared to other methods for
different node densities and traffic rates. In Broadcast rout-
ing, each thing inefficiently broadcasts the received packet
and thus consumes more energy. However, in DBR, each
node takes some consideration in forwarding the packets and
therefore consumes less energy than pure Broadcast routing.
The reason why HBR consumes less energy than DBR and
Broadcast routing, is that it minimizes the number of nodes
along the path, and as the result, less energy is consumed per
node. As expected, in Fig. 4e, energy consumption increases
when traffic rate increases.

Figure 5 shows the number of alive nodes during the simu-
lation. As it is observed from the figure, the proposedmethod
outperforms the othermethods for different number of nodes
and traffic rates. The reason is that in the proposed method,
each node only follows the commands received from the con-
troller and takes no further action. This policy leads to a drop
in energy consumption which causes more aliveness. As we
discussed in Sect. 3, the network controller determines the
next-hop neighbor for the nodes. Therefore, when receiv-
ing a packet, a node does not broadcast it, instead, it puts
the address of the next hop node and forwards it accord-
ing to the forwarding rule in its flow table. This behavior
limits the forwarding nodes, and as the result, it leads to
less energy consumption. Unlike our proposed method, in
Broadcast routing, each node blindly broadcasts the received
packets to all its neighbors. Therefore, the battery of nodes
is depleted sooner. For DBR, because each node only broad-
casts the received packet if it comes from a lower depth, the
number of alive nodes is more than pure Broadcast routing,
and also it achieves longer lifetime than Broadcast routing
in all scenarios. Since HBR does not broadcast the packets
and only forwards them to an specific next hop, it outper-
forms DBR and Broadcast routing in terms of number of
alive nodes. In Fig. 5a–d, after 1500–200 s, the number of
alive nodes is almost constant without considerable decrease
or increment. The reason is because of after the dead of traffic
producer nodes, the alive nodes do not perform forwarding
and hence the number of them does not change. As Fig. 5e
depicts, the number of alive nodes decreases as the traffic
rate increases. It is obvious that in a high traffic rate, each
node consumesmore energy the source node generates more
traffic and more nodes contribute in forwarding the packets,
and lead to more energy consumption.

The death of a node in the network can divide it into sev-
eral parts or cause difficulties such as a longer delay or a
higher packet loss rate. As shown in Fig. 6, in any case,
for the proposed method, the death time of the first node is
longer than the other three methods. The reason behind this
is that the proposed method does not impose additional oper-
ations taking more energy consumption on the underwater
things. This policy extends the life of underwater objects.
Unlike the proposed method, broadcast routing and DBR
have no mechanism to decrease energy consumption, and
they only broadcast packets without setting the destination
address. This behavior leads to a situationwhere all neighbors
around a specific node broadcast packets to their neighbors.
As the result, more nodes involve packet routing and the
energy consumption increases considerably. The probability
of involving in routing the packets for the nodes located in the
middle of the network is high, and the energy consumption
for these nodes is higher than the other nodes. Therefore, the
death time of these nodes is earlier than the others in Broad-
cast routing and DBR. As a result, the death time of the first
node in these two methods in all cases is earlier than HBR
and the proposed method. Figure 6, also confirms that, since
HBR involves a low number of nodes in routing, it performs
better than DBR and Broadcast routing.

As we mentioned in Sect. 3, one of the main goals of our
proposed method is to increase the reliability of communi-
cation in IoUT. To achieve this goal, we used a mathematical
model to estimate the probability of packet delivery ratio
and then calculate the cost of the link. Figure 7 proves that
this technique can considerably reduce the packet loss ratio
for different traffic rates, because it estimates high cost for
unreliable links. As the result, in route calculation step, the
routing schema does not include unreliable links for paths,
and attempts to calculate paths with low cost. Therefore,
the calculated path comprises the links with lower cost (i.e.
higher reliability). Moreover, as we discussed for Fig. 6, the
earlier death time for an underwater thing may cause unre-
liability for a network in terms of path failure. In fact, if a
node located along a path between the source node and the
sink node dies, the path will be broken, and as the result,
all packets flowing along the path will be dropped. For this
reason, a longer death time of the first node also increases
the reliability of the proposed method and as a consequence
it achieves less packet loss ratio. Figure 7 also illustrates
that because in Broadcast routing, there is no mechanism to
prevent collisions, the packet loss ratio is the highest. DBR
has a lower packet loss ratio than Broadcast routing, because
in DBR a received packet is forwarded only when it comes
form a lower depth. Furthermore, according to Fig. 6, the
death time of the first node in Broadcast routing and DBR
is short, and leads to more unreliability. From Figs. 7 and 6,
it can be concluded that HBR performs better than Broad-
cast and DBR routing, because unlike these two protocols, it
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(a) (b)

(d)(c)

(e)

Fig. 5 Number of alive nodes versus traffic rate
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(a) (b)

(c) (d)

(e)

Fig. 6 First node death time versus traffic rate
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Fig. 7 Packet loss ratio versus traffic rate in a topology with 500 nodes

does not broadcast packets and reduce the probability of col-
lision, and therefore, leads to lower packet loss ratio. But, in
comparison with the proposed method, since it does not take
unreliable links into account, its packet loss ratio remains
high.

5 Conclusions

In this paper, a new SDN-based architecture for IoUT with
the goal of leveraging the benefits of SDN to provide QoS
was proposed. Furthermore, a new routing schema was
introduced to make use of SDN capabilities to find an appro-
priate path between underwater things. The proposed routing
method first collects the coordinate of each node, then esti-
mates the reliability and delay of each link. Afterward, it
calculates the appropriate paths and finally installs the paths
on the underwater things. Simulation results showed that
the application of SDN architecture to the IoUT consider-
ably facilitates the implementation of a centralized routing
schema allowing optimal decisions to be made. Simulation
results also proved that the deployment of an SDN-based
architecture together with condition-aware routing policies
can help network providers to manage their IoUT in a more
flexible and efficient manner which leads to a low average
end-to-end delay, longer network lifetime and less packet
loss ratio.
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