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A Scheduling Method for Network-Based
Control Systems

Hong Seong Park, Yong Ho Kim, Dong-Sung Kim, and Wook Hyun Kwon

Abstract—This paper presents a scheduling method for net-
work-based control systems with three types of data (periodic
data, sporadic data, and messages). As a basic parameter for the
scheduling method for network-based control systems, a max-
imum allowable delay bound is used, which guarantees stability of
network-based control systems and is derived from characteristics
of the given plant using the presented theorems. The presented
scheduling method for network-based control systems can adjust
the sampling period as small as possible, allocate the bandwidth of
the network for three types of data, and exchange the transmission
orders of data for sensors and actuators. In addition, the presented
scheduling method guarantees real-time transmission of sporadic
and periodic data, and minimum utilization for nonreal-time
messages. The proposed method is shown to be useful by examples.

Index Terms—Maximum allowable delay bound, network-based
control system, real time, scheduling method, stability.

I. INTRODUCTION

A NETWORK used at the lowest level of a process/factory
communication hierarchy is called a fieldbus. Fieldbuses

are intended to replace the traditional cabling between sensors,
actuators, and controllers. In distributed control systems, a feed-
back control loop is often closed through the network, which
is called a network-based control system (NBCS). An example
of the NBCS is shown in Fig. 1. In the NBCS, various delays
with variable lengths are occurred due to sharing a common net-
work medium, which are called network-induced delays. These
delays are dependent on configurations of the network and the
given system. Those make the NBCS unstable.

Hence it is necessary to develop some methods to make
these delays smaller and bounded, which are called scheduling
methods for the NBCS. Fig. 2 shows a feedback control system
with network-induced delays.

In feedback control systems, it is important that sampled data
should be transmitted within a sampling period and stability of
control systems should be guaranteed. While a shorter sampling
period is preferable in most control systems, for some cases, it
can be lengthened up to a certain bound within which stability
of the system is guaranteed in spite of the performance degra-
dation. This certain bound is called a maximum allowable delay
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bound (MADB). The MADB depends only on parameters and
configurations of the given plant and the controller. It is noted
that the MADB can be obtained from the plant model indepen-
dent of network protocols, while the network-induced delays
depend on network configurations. In addition, a faster sam-
pling is said to be desirable in sampled-data systems because the
performance of the discrete-time system controller can approxi-
mate that of the continuous-time system. But in NBCSs, the high
sampling rate can increase network load, which in turn results
in longer delay of the signals. Thus finding a sampling rate that
can both tolerate the network-induced delay and achieve desired
system performance is important in the NBCS design.

The MADB has been obtained from stability conditions of
control systems. There have been some studies on the stability
of the NBCS [1]–[3], but those were concerned with obtaining
stability conditions of the system with a given delay. In the con-
ventional systems with delay, there have been also some results
on MADBs for stability [4]–[6]. In this paper, an MADB is ob-
tained for the stability of the NBCS using the previous results
in the conventional systems with delay. The derived MADB is
used as a maximum bound of a sampling period in a control
loop. That is, the sampling period determined by the proposed
sampling period decision algorithm can be a value less than the
MADB.

The network in the NBCS should handle three types of data:
periodic data (or real-time synchronous data), sporadic data (or
real-time asynchronous data), and message (or nonreal-time
asynchronous data). All periodic data have to be transmitted
within the respective sampling period to guarantee stability of
control loops, while guaranteeing real-time transmission of
sporadic data and minimum transmission of messages. That is,
transmissions of three types of data have to be allocated in the
sampling period. This bandwidth allocation method should be
included in a scheduling method for the NBCS.

There have been some studies on scheduling methods for the
NBCS in fieldbus networks [7]–[12]. In these papers [7]–[11],
the MADB and controller delay time were not considered,
which were important in control applications. A scheduling
algorithm which allocates the bandwidth of a network and
determines sensor data sampling periods was presented [12];
each control system had only single input and single output
(SISO), only periodic data were considered, and the MADB
was not obtained analytically. In [13]–[15], calculation methods
of MADBs in networked control systems were presented. But
the scheduling methods did not considered three types of data.

This paper presents a scheduling method for the NBCS con-
sidering three types of data, which can be used in multiinput
and multioutput (MIMO) systems. The presented scheduling
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Fig. 1. A typical diagram of a network-based control system.

Fig. 2. A feedback control loop with network-induced delays.

method for the NBCS can adjust the sampling period as small
as possible, allocate the bandwidth of network for three types
of data, and the transmission order of data for sensors and actu-
ators. In addition to those, the presented method can guarantee
real-time transmission of sporadic and periodic data, and min-
imum transmission for messages. It is noted that the MADB is
considered as a reference value of the sampling period used in
the presented scheduling method. If the MADBs obtained by
Lemmas 1 or 2 do not meet the requirements of scheduling,
Lemma 3 or other methods should be used.

This paper is organized as follows. In Section II, the NBCS
are analyzed and an MADB for stability of the NBCS is derived.
In Section III, a scheduling method for the NBCS is presented,
which allocates the bandwidth and determines the sampling pe-
riod for the NBCS using the MADB. In Section IV, examples
are given to show that the presented method is useful. Finally,
the conclusions are given in Section V.

II. A M AXIMUM ALLOWABLE DELAY BOUND FORSTABILITY

IN A SINGLE CONTROL LOOP

In Fig. 2, many control loops can be connected using a single
network medium. To simplify the analysis, the following nota-
tions are defined.

• is the total number of loops that use the same medium.
• is the number of nodes in theth loop. , , and

are the total number of nodes in the NBCS, the total
number of nodes in the NBCS, and the total number of
nodes in theth loop, respectively. Hereinafter, can be

(controller), (actuator), or (sensor).
• is a sampling period of theth loop.
• is the data transmission time of periodic data in theth

node in the th loop.
• is an interval for transmission of data or messages.

Hereinafter, can be (periodic data), (Sporadic Data),
or (messages).

• is the maximum number of sporadic data which ar-
rived during a basic sampling period. The basic sampling
period means the minimum sampling period in all loops.

• is the maximum overhead time to transferdata or
a message packet.

• is the MADB in the th loop.

In the above definitions, should be integer and can be ob-
tained from the maximum arrival rate of sporadic data in a basic
sampling period.

The maximum overhead time ( ) can be time-varying in
some network protocols (for example, token control). con-
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sists of a message overhead time () and a protocol over-
head time ( ). The message overhead time occurs because
of buffering, packetizing, and transmission of additional data
frames such as addressing fields, control fields, or a frame check
sequence. The protocol overhead time occurs because of var-
ious medium access control methods such as polling or token
passing. In additions, each overhead time can have different
values according to periodic data, sporadic data, and messages.
Hence the overhead time used in this paper is classified as,
where can be (message) or (protocol), and is given in
the definition of notations.

For ease of explanations, the additional overhead time
is considered. consists of the time for synchronization
and the maximum overhead time of sums of overhead times
consumed by nodes that do not transmit their data during
the given finite period. The latter occurs mainly in the token
passing mechanism.

The MADB is defined as the maximum allowable interval
from the instant when sensor nodes sample sensor data from
a plant to the instant when actuators output the transferred data
to the plant. If the sampling period in theth loop exceeds the
given MADB, then stability of the overall system could not be
guaranteed. In this case, the output of the plant could deviate
from the desired trajectory, or the controlled system could be-
have in an unpredictable manner. Hence it is necessary to derive
the MADB from the parameters and configurations of the given
plant and the controller.

A. Maximum Allowable Delay Bound in Continuous-Time
System

A plant in a single control loop can be described in the
following state-space form:

(1)

where , , . is
the dimension of the plant in the control loop. , , and
are matrices or vectors of appropriate sizes. A controller in the
control loop can be described by

(2)

where , , and is
the dimension of the controller in the control loop. , ,
and are matrices or vectors of appropriate sizes.is compu-
tation time in the controller, which satisfies ,
where is the maximum computation time in the con-
troller . For convenience, the computation time in the controller
is treated in the same way as output delay. Because data from
the plant to the controller and from the controller to the plant
are transferred through the common communication network,
communication delays exist. The communication delays in the
control loop are modeled as

(3)

where , , and
are communication delay and maximum communication delay
from sensors to a controller, respectively, and and
are communication delay and maximum communication delay
from a controller to actuators, respectively.

Using (1)–(3), a control system in the control loopcan be
described as

(4)

where . Then the above equation can
be rewritten as

(5)

where

and

Each control loop in the NBCS can be described as in (5)
using three types of delays.

The following Lemma 1 can be derived from the existing re-
sults on the analysis of delayed systems [5], [16].

Lemma 1: Suppose that ( ) is asymptotically
stable. Then a single control loop (5) in the NBCS is asymptot-
ically stable if

(6)

where

is the matrix norm induced by the vector norm., are the
positive-definite symmetric matrices involved in the following
Lyapunov equation:

(7)

and are, respectively, the minimum and max-
imum eigenvalues of the matrix.

The proof of the above Lemma 1 is given in the Appendix.
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This delay bound of each control loop will be used as a
major parameter in the sampling period decision algorithm and
the bandwidth scheduling algorithm, which are discussed in
the next section. The value in the right side of (6) is called the
MADB.

B. Maximum Allowable Delay Bound in Discrete-Time System

As an example of extension to the discrete-time case, the dis-
crete-time control of an ideal continuous-time integrator in [3] is
considered. The following continuous-time model of the system
is considered

(8)

The corresponding discrete-time model with sampling period is
provided as

(9)

where is a sampling period and
are sampling times. Using a binary variable to

indicate the presence of the communication delay of length
in the th time step, the static feedback law will be

(10)

Hence, the closed-loop system is

(11)

and using as a state vector, state-
space form will be

(12)

where

(13)

(14)

Let then

Solving the Lyapunov equation , where
is a symmetric positive-definite matrix, we shall obtain

. The following Lemma 2 and
Lemma 3 are derived from the analysis of the discrete-time de-
layed systems in [3].

Lemma 2 [3]: The equilibrium state of the closed
system

(15)

is exponentially stable for all possible sequences
of one-time-step delay occurrence, if the control

gain is such that

(16)

where denotes the maximal eigenvalues of the indicated
matrix, is a symmetric positive–definite matrix, and

.
Let us assume that is Markov chain with

two states and corresponding to the realization of the
binary random variable , and the transition probability matrix
at time given by

(17)

where are the conditional
probabilities that the chain being in the stateat time
will jump to the state at time . Hence, the satisfies
the constraints

(18)

The probabilities that the chain will find itself in the states
and at time are denoted as and

and are determined by

(19)

where . We assume that .
The states in (12) given by

(20)

where

(21)

are in this case a discrete-time random process, too. It is as-
sumed that the initial is nonrandom.

Lemma 3 [3]: When the Markov chain is homogeneous in
time, i.e., when , the zero state of the jump
system and is exponentially stable in the mean-square sense if
and only if the spectral radius of the matrix

(22)

is less than one, where is the Kronecker product operator.
The MADB in a discrete-time system is a maximum sam-

pling time obtained from Lemma 2. The MADB obtained from
Lemmas 1 and 2 can be conservative because it is derived from
their sufficient conditions. The MADB obtained from Lemma
3 can be less conservative, but Lemma 3 is more complex than
Lemma 1 and Lemma 2. So if the MADB obtained from Lemma
1 or Lemma 2 is not enough to guarantee transmissions of all
types of data, a new MADB should be obtained from Lemma 3.
If the new MADB is not enough to do it, the amount of transmis-
sion of data should be reduced not much influencing the system
performance. This delay bound or MADB of each control loop
will be used as a major parameter or a reference value in the
sampling period decision algorithm and the bandwidth sched-
uling algorithm.
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C. Examples for an MADB in a Control Loop

As an analysis of the MADB, the following state space of the
plant [15] is considered:

(23)

where

and

The MADB is 53.8 ms from Lemma 1. Let us apply Lemma
2 for the MADB. Sampling time ms and
are used for the stability test. A discrete equivalent of the plant
represented by the above equation is

(24)

where

and

Without delay, the closed-loop system is

(25)

where is from [3]. On the other hand, with one-step
delay we have

(26)

where is from [3].
In the case of the sampling times: 4 ms, 5 ms, 6 ms,

6.5 ms, and , , , and
. Therefore, for all sequences, the system

is stable. The sampling time ms and .
, , and . These

results are summarized in Table I. The MADB can be obtained
as the smaller value than ms in the discrete-time
analysis by Lemma 2. The MADB is obtained as 53.8 ms
from Lemma 1 in the continuous-time analysis. The MADBs
obtained from methods in [13] and [14] are 0.27 ms and
0.45 ms, respectively. In this example, the MADB from the
continuous-time analysis is less conservative than one from the
discrete-time analysis.

III. SAMPLING PERIOD DECISION ALGORITHM AND

BANDWIDTH SCHEDULING ALGORITHM IN

MULTIPLE CONTROL LOOPS

For simplicity, let the loop number with the smallest MADB
be 1, and let us renumber all loops according to the magnitude

TABLE I
STABILITY OF SEQUENCES BYLEMMA 2

of the MADB. That is, the smaller the MADB of a loop is, the
lower its loop number is. Note that this minimum sampling pe-
riod is considered as a basic sampling period. A basic sam-
pling period consists of , , and as shown in Fig. 3.
In addition to the three periods ( , , and ), there can
be a synchronization period. The synchronization period is not
mainly considered in this paper, but it is included in.

The following assumptions are used in this paper.

• Sampling time of sensors in a loop is synchronized at the
starting instant of basic sampling periods.

• In networks, communications are error-free. That is, there
are no failures in transferring messages.

• Packets transferred from sensors to controllers or con-
trollers to actuators have the same length.

• Control actions of one control loop do not affect other
control loops.

• Sampling periods of each loop are adjusted as multiples
of the smallest sampling period () in the order 2 (e.g.,

, , , ) and should not exceed
the MADB in the corresponding loop.

• Controller delay time such as the computation time for
control values can be obtained and is less than or equal to
the transmission time of a control value or a sensor value.

• Deadlines of all sporadic data are the smallest sampling
period ( ).

The fifth assumption is introduced to simplify the algorithm.
Under this assumption multiples of the smallest sampling pe-
riod can be used as the sampling periods of loops and the least
common multiple (LCM) of the sampling periods of all loops
can be used as the largest period.

The sixth assumption is used for the simple analysis. In a
real environment, the following sequence for control of plants
is used: reading of sensor, transmission of the sensor data, com-
putation of the control value using the received sensor data,
and its transmission to the actuator. If the controller delay time
or the computation time in the controller is overlapped with
the sensor (or actuator) data transmission time, the analysis be-
comes simple since the controller delay time is not considered.
Otherwise, the controller delay time should be considered. This
means that an idle time in the usage of the network is necessary
before the control value is transmitted after receipt of the sensor
data. Strictly speaking, the idle time, an example of which is
the computation delay time minus the sensor data transmission
time, should be calculated. That makes the analysis difficult.
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Fig. 3. Configuration of phases.

The last assumption is introduced to simplify the schedula-
bility condition. Deadlines of sporadic data can be larger than
the smallest sampling period (). If it is transmitted within ,
it can be said that the deadline is satisfied. It is noted that this
assumption is very strict.

In the NBCS, if the controller delay time is considered, it
is difficult to allocate the bandwidth of nodes since the con-
troller delay time is required to compute control values in a loop
only after all sensor values in the loop are received. Due to this
problem the following rule is used.

Sensor nodes use the medium prior to a controller node in
the loop. After transmitting all sensor values in the loop, sensor
values in the next higher loop are transmitted by overlapping of
controller delay time and sensor data transmission time. Then
the control values are transmitted immediately without any idle
time after the transmission of the sensor data in the higher loop.

In the worst case or the practical case, one controller delay
time cannot overlap the sensor data transmission time though
the above rule is used.

Now, let’s calculate the time needed for a certain basic sam-
pling period. Utilization of messages in a basic sampling period
denoted by can be represented as

(27)

To guarantee the minimum messages, which is denoted by,
the following inequality:

(28)

should be satisfied. Using Equation (27), the above equation is
converted to

(29)

This period for messages ( ) includes the overhead time (
and ).

To transmit all sporadic data which arrived during the pre-
vious cycle, the following condition:

(30)

should be satisfied, where , is the
maximum value of data transmission time of sporadic data

in the basic sampling period, and is the smallest integer
larger than or equal to the value.This means that is
the maximum value of in the basic sampling period during
which all the sporadic data are transmitted.

A basic sampling period consists of sampling delay, transmis-
sion time of periodic data, transmission time of sporadic data,
and transmission time of messages. Considering one specific
basic sampling period, it can be written as

(31)

where denotes controller delay time, denotes a set of
loops whose all nodes are included in the considered basic sam-
pling period, denotes a set of loops whose all nodes are not
included in the considered basic sampling period but some of
the nodes in those loops are partly in the considered basic sam-
pling period, and denotes a set of sensors which are in.

is the largest required time to start transmitting sensor
data, which can be shortened in some network protocols using
an adequate scheduling method. Let be the number of sensor
and actuator data packets for periodic data in, , and .
Then is given by

(32)

where denotes the number of actuators in and de-
notes the number of sensors in both and . Let

(33)
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Then the basic sampling period is bounded as the following
equation:

(34)

The above equation can be changed to

(35)

where

for
for .

Note that the NBCS cannot be scheduled if is less than or
equal to zero. In this case, other high-speed network protocols
should be selected or the number of nodes should be reduced. If
the data transmission times of sensors are equal asand the
data transmission times of controllers are equal as, using
(34). The above equation becomes

(36)

The left-hand side is the period for the periodic data () and is
bounded by the right-hand side.

Now consider the schedulability. If data transmission times
of sensors and controllers are equal as, then (36) becomes

(37)
where is the largest integer smaller than or equal to the
value . Let the right part of (37) be which indicates the
maximum integer of .

Let the largest sampling period in the NBCS be (i.e.,
) and the th basic sampling period in the largest

sampling period be . Let the number of sensor and actuator
data packets for periodic data during be (that is,
total number of transmissions of periodic data during the in-
terval ). Then it can be calculated as

(38)

where for . Since
for are adjusted as multiples of in the order
2, for have integer values. The schedula-
bility can be checked by comparing with .

The largest sampling period in the NBCS depends on the
largest MADB ( ).

The following sampling period decision algorithm based on
the bisection method can decide the basic sampling period.

1. Set the MADB of each control loop using
Lemma 1 or Lemma 2 (or Lemma 3).

2. Reorder control loops according to the
MADBs such that the smaller the MADB of
a loop is, the lower its loop number is.

3. Compute using (38) and the results
of the above step.

4. Let , , and . .
5. Choose such as and

for .
6. Compute using (37).
7. If is equal to or (

) is within a given bound, then
for and go to the next

step,
else if is less than ,

then , take the basic sampling
period ( ) as ( )/2, , and
go to step 5),

else if is greater than
and , then terminate the
algorithm (the scheduling is failed),

else if is greater than
and , then , take the
basic sampling period ( ) as
( )/2, ,
and go to step 5.

8. For each basic sampling period,
, allocate the bandwidth for

sensor nodes and actuator nodes using
the bandwidth scheduling algorithm.

The following is the bandwidth-scheduling algorithm.

Set , for , and
for ,

for to do,
set (number of allocatable

data packets),
set ,
read the sensor values in loop ,

, , and ,
repeat
while ( and ),

,
end of while,
while ( and ),

,
end of while,
if ,

read all sensor values in the th loop,
write all actuator values in the th loop,

, , , ,
else if ,
if ,

,
read sensor values in the th loop,
write all actuator values in the th loop,

, , ,
else,

read sensor values in the th
loop,
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, ,
if , then ,

endif,
else if and ,

read all sensor values in the th loop,
, , ,

write actuator values in the th loop,
, ,

else if and ,
if ,

read sensor values in the th loop,
, ,

else,
write actuator values in the th loop,

, ,
endif,
endif,
until ( or ),

,
while (( )

and ),
, , ,

end of while,
end of for loop.

Using the bandwidth-scheduling algorithm, data packets are
allocated as follows. First, sensor data packets in the loop 1 are
transmitted to the corresponding controller through the network
medium. When all sensor data packets in the loop 1 are trans-
mitted, computations of control values in the controller of the
loop 1 are started. This is the controller delay time in the loop
1. During this controller delay, sensor data packets in the next
loop (the loop 2) are transmitted using the network medium.

So the controller delay is overlapped with the transmission
time of sensor data in the loop 2. After the controller delay time,
a controller of the loop 1 transmits its data to actuators. After
the transmission of the controller, data packets of other nodes
are scheduled in the same method as above during the specified
period for periodic data. If the period for periodic data in the
basic sampling period is ended, data packets for sporadic data
are scheduled. If the time for messages is left after the trans-
missions of all sporadic data, then data packets for messages
are scheduled. Before the basic sampling period is ended, an in-
terval for synchronization could exist according to applications.
If there are unallocated nodes in other loops after the first basic
sampling period, the unallocated nodes in other loops are sched-
uled in the next basic sampling period in the same method as
above. The smallest period, which contains the period for peri-
odic, sporadic data, and messages (if possible) less than or equal
to MADB. It is selected as a minimum sampling period of the
loop 1 according to the sampling period decision algorithm.

If the bandwidth being able to transmit all data packets in all
MADBs of loops cannot be allocated, other high-speed network
protocols should be selected or the number of nodes should be
reduced. These two algorithms (the sampling period decision al-
gorithm and the bandwidth scheduling algorithm) are presented
as the scheduling method in this paper. This scheduling method

is based on the earliest deadline first (EDF) algorithm [17], [18].
However, it is modified for applications to control the loops con-
taining real-time and nonreal-time data.

Let us consider some points in applications of the scheduling
method for the NBCS in the case of token control networks such
as PROFIBUS. The worst overhead (for example, the overhead
time ) should be reserved in case the token has been passed
over to the next station just before a transmission request is
made. In token control, the overhead time (which includes token
passing time) occupies a large part of the whole period and syn-
chronizations are very difficult. The overhead time can be varied
according to the order in which the token is passed. If the order
of passing the token is not adjusted appropriately, a node may
have to wait while the token is passed over all the other nodes.
Because the address of each node is related to the order in which
the token is passed, an address of each node has to be adjusted.
This can be done using the previous scheduling algorithm for the
NBCS. For example, if a nodeis scheduled before other node

, then the node should have the token prior to the nodeand
have smaller number of address than that of the node. By an
appropriate selection of the order of nodes,in the period for
periodic data can be bounded by one token rotation time. To pre-
vent unsent data or message accumulations in the node and give
the right for the transmissions of data or message to all nodes in
one basic sampling period, the target token rotation time should
be much less than the basic sampling period.

Now let’s consider applications of the scheduling method in
case of the polling control network such as field instrumenta-
tion protocol (FIP). As there is no need to wait for the token,
the data or messages are transmitted after the sensor delay time.

is needed only for synchronization. Hence if the synchro-
nization period is not considered, can be zero. However, in
polling control such as FIP, considerable overhead time ()
is required for sporadic data, since two or more transfers of data
packets such as the sporadic data request frame and its corre-
sponding frame from the bus arbitrator are required. The rest
of the procedure is very similar to the case of the token control
network.

IV. SIMULATIONS

A. Examples for MADB

As an example for verification of the proposed method, a
plant with six dc motors is considered. Each motor has an arma-
ture position controller with two sensors and one actuator, which
are linked via the network. This configuration of six motors can
be assumed to be part of a robot. If the armature inductance ()
and viscous frictional coefficient ( ) are negligible, the motor
dynamics can be modeled by

(39)

(40)

where , is the applied voltage (V), and
and are, respectively, the rotor angular velocity (rad/s) and
displacement (rad). , , , and represent the armature

Downloaded from http://iranpaper.ir
http://www.itrans24.com/landing1.html



326 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY, VOL. 10, NO. 3, MAY 2002

TABLE II
MADB IN THE EACH LOOP

resistance, the torque constant, the back emf constant, the inertia
of rotor and load, respectively. If a constant gain () is used as
a state feedback controller, the equation (5) is changed to

(41)

as a single control loop in the NBCS, where .
For simulations, the motor in each loop has the nom-

inal values such that ( ), (oz-in/A),
(V/rad/s), and (oz-in-s ). The tested

motors in each loop have the same nominal values as the
previous one except . Other motors have the values of

( ), ( ), ( ), ( ) and
( ), respectively.

Using Lemma 1 and the given parameters of the motors, the
MADBs are calculated as 1.4, 2.6, 3.1, 6.1, 7.5, and 10 ms in
Table II. Using Lemma 2 and the given parameters of the mo-
tors, the MADBs are calculated as 0.2, 0.3, 0.3, 0.4, 0.4, and
0.4 ms in Table II. Hence the final MADB is given as 1.4 ms.
From these two examples, it can be known that MADB from the
continuous-time analysis is less conservative than one from the
discrete-time analysis.

B. Application of a Scheduling Method

For the test of a scheduling method, one motor has the nom-
inal values such that ( ), (oz-in/A),

(V/rad/sec), and (oz-in-s ). Other motors have
the same nominal values as the previous one except. Other
two motors have the values of ( ) and ( ),
respectively. Using Lemma 1 and the given parameters of the
motors, the MADBs are calculated as 3.1, 6.1, and 7.5 ms. The
MADBs of each loop can be set as 3, 6, and 7 ms for conve-
nience of calculations. It is assumed that data for the sensor and
the actuator have four bytes. Using the notations in the last sec-
tion, the followings are given:

for ;
for , for ;

, , ;
ms for , ;
ms for ;

ms, ms, ms;
;

;

where is total number of extra nodes which do not partici-
pate in control loops in the NBCS. or is the th sensor
or controller delay in theth loop, respectively.

Because the actuator nodes are assumed not to send any data
in normal operations, the transmission of all actuator nodes are
not considered. The transmission speeds varies according to the
given network protocols, but in this example the transmission
speed is assumed to be 1 Mbps, regardless of the given network
protocols, for an equal comparison between the polling control
and the token control network.

The data length of sensors and controllers is assumed to be
four bytes and that of sporadic data is assumed to be two bytes.
For simplicity of an analysis, it is assumed that buffering delays
and packetizing delays are neglected.

First, let us consider process field bus (PROFIBUS). If the
universal asynchronous receiver and transmitter (UART) char-
acter which consists of 11 bits/byte is used in the token control,
the parameters can be given as follows:

bytes bits/byte s/bit

s for

bytes bits/byte s/bit s

Message overhead for periodic and sporadic data

bytes bits/byte s/bit s

Protocol overhead for periodic data can be bounded by one
token rotation time and given by

bytes(token) bits/byte s/bit

s

Protocol overhead for sporadic data is calculated as

bytes(token) bits/byte s/bit

s

s

s ms ms

Next, let us consider FIP. The parameters can be given as fol-
lows:

bytes bits/byte s/bit

s for

bits s/bit s

bits s/bit s

bytes bits/byte s/bit s

bits s/bit s

bits s/bit s

s

ms

Applying steps 1 to 6 of the sampling period decision algo-
rithm to the example, are given as 12 and 2, respectively.

is 2 in the token control network and 14 in the polling con-
trol network. Hence, 2 nodes and 14 nodes can be scheduled in
the token control and the polling control network, respectively,
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Fig. 4. Bandwidth allocation result using polling control.

Fig. 5. Outputs of motor 1 position control.

within a basic sampling period. From this calculation, it can be
shown that all nodes cannot be scheduled using token control,
but can be, using polling control. Then, following the repetition
steps of the sampling period decision algorithm, the sampling
period can be reduced in case of the polling control network.

As a final step of the scheduling method for the NBCS, band-
width is allocated using the bandwidth scheduling algorithm. In
case of token control, the end time of the transmission in loop 3
exceeds which is the sampling period of loop 3 (from the
bandwidth allocation algorithm in the last section). Therefore,
scheduling is impossible in this case.

In case of polling control, as the overhead time in each node
is bounded by a constant value, calculation results in the last
section are very similar to the real values. A basic sampling
period ranges from 1.4 ms to 3.0 ms. Hence, the basic sampling
period can be reduced to about 1.6 ms in this case. The result
from calculations are matched to those of the allocations. If the
basic sampling period of 1.4 ms is selected, the bandwidth can
be allocated as shown in Fig. 4. The simulation results in case

of polling control case are shown in Figs. 5–7. In Figs. 5–7, we
show the outputs ( ) of the motor position control system
in which a controller, sensors, and an actuator are connected
directly or connected by a network. The behavior of the outputs
in the NBCS is similar to that in the directly connected systems
from Figs. 5–7.

V. CONCLUSION

The NBCS should satisfy two different sets of characteris-
tics. One is the characteristics of control systems such as sta-
bility and sampling period, and the other is the characteristics
of network systems such as real-time transmission of sporadic
and periodic data, and the minimum network utilization for non-
real-time messages. Generally it is difficult for the NBCS to be
designed to satisfy all of the above characteristics. In this paper,
the MADBs are obtained for the stability of the NBCS, and are
used as the basic parameter for a scheduling method for the
NBCS. Furthermore, the presented scheduling method for the
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Fig. 6. Outputs of motor 2 position control.

Fig. 7. Outputs of motor 3 position control.

NBCS can adjust the sampling period as small as possible, al-
locate the bandwidth of the network for three types of data, and
exchange the transmission orders of data for sensors and actua-
tors. In addition, the presented method can guarantee real-time
transmission of sporadic and periodic data, and minimum uti-
lization for nonreal-time messages.

In the NBCS, the presented method is very useful, as it pro-
vides a solution to determine the sampling period of each control
loop and it can indicate whether the predetermined network pro-
tocol is possible for the given control system or not. An example
is presented to show the usefulness of the proposed method for
the NBCS.
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As the sampling periods used in the proposed method are
multiples of each other in the order 2, the simplified algorithm
based on multiples of the smallest sampling period is necessary
to be studied. As the future works, delays due to packet losses,
buffering, and packetizing will be investigated for the NBCS.

APPENDIX

Proof: This proof is based on [5]. If is the solution of
(5), then one can obtain

(42)

where . Inserting the above equation into the equa-
tion (5) yields

(43)

Let

and , be the positive-definite symmetric matrices which sat-
isfy the following Lyapunov equation:

and are the minimum and the maximum eigen-
values of the matrix, respectively. Then take

(44)

as our Lyapunov function and its differentiation becomes

(45)

Let . And using the Razumikhin-type theorem
[5], (5) is asymptotically stable if
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