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A Scheduling Method for Network-Based
Control Systems

Hong Seong Park, Yong Ho Kim, Dong-Sung Kim, and Wook Hyun Kwon

Abstract—This paper presents a scheduling method for net- bound (MADB). The MADB depends only on parameters and
work-based control systems with three types of data (periodic configurations of the given plant and the controller. It is noted

data, sporadic data, and messages). As a basic parameter for thethat the MADB can be obtained from the plant model indepen-
scheduling method for network-based control systems, a max

imum allowable delay bound is used, which guarantees stability of dent of network protocol_s, Wh'_le the net\N(_)r_k-lnduced delays
network-based control systems and is derived from characteristics depend on network configurations. In addition, a faster sam-
of the given plant using the presented theorems. The presented pling is said to be desirable in sampled-data systems because the
scheduling method for network-based control systems can adjust performance of the discrete-time system controller can approxi-
the sampling period as small as possible, allocate the bandwidth of mate that of the continuous-time system. Butin NBCSs, the high

the network for three types of data, and exchange the transmission i ¢ . twork load. which in t It
orders of data for sensors and actuators. In addition, the presented §amp Ing rateé can increase network load, which In turn results

scheduling method guarantees real-time transmission of sporadic in longer delay of the signals. Thus finding a sampling rate that
and periodic data, and minimum utilization for nonreal-time can both tolerate the network-induced delay and achieve desired

messages. The proposed method is shown to be useful by example%ystem performance is important in the NBCS design.
Index Terms—Maximum allowable delay bound, network-based ~ The MADB has been obtained from stability conditions of

control system, real time, scheduling method, stability. control systems. There have been some studies on the stability
of the NBCS [1][3], but those were concerned with obtaining
|. INTRODUCTION stability conditions of the system with a given delay. In the con-

ventional systems with delay, there have been also some results

A NETWORK used at the lowest level of a process/factory, \japBs for stability [4]-[6]. In this paper, an MADB is ob-
communication hierarchy is called a fieldbus. FieldbusgSineq for the stability of the NBCS using the previous results

are intended to replace the traditional cabling between SeNs@She conventional systems with delay. The derived MADB is
actuators, and controllers. In distributed control systems, afeﬁag— '

back y is of losed th h th K whi ed as a maximum bound of a sampling period in a control
ack control loop is often closed through the network, Whigd,, Tha s, the sampling period determined by the proposed

is called a network-based control system (NBCS). An examplg y,ing period decision algorithm can be a value less than the
of the NBCS is shown in Fig. 1. In the NBCS, various delay|§7IADB

with vanaple Iengt.hs are occurred due to.shanng acommon net:I'he network in the NBCS should handle three types of data:
work medium, which are called network-induced delays. These

delays are dependent on configurations of the network and eel’IOdIC data (or real-time synchronous data), sporadic data (or

given system. Those make the NBCS unstable. real-time asynchronous data), and message (or nonreal-time

o a8 nchronous data). All periodic data have to be transmitted
Hence it is necessary to develop some methods to ma "EY . : . "
hin the respective sampling period to guarantee stability of

these delays smaller and bounded, which are called scheduli : . - o
. control loops, while guaranteeing real-time transmission of
methods for the NBCS. Fig. 2 shows a feedback control system . 2 S .
: . Sporadic data and minimum transmission of messages. That is,
with network-induced delays. transmissions of three types of data have to be allocated in the
In feedback control systems, it is important that sampled daia yp

. o . ) ... sampling period. This bandwidth allocation method should be
should be transmitted within a sampling period and stability ?ﬁiluded in a scheduling method for the NBCS.

control systems should be guaranteed. While a shorter samp mg_h h b di heduli hods for th
period is preferable in most control systems, for some cases, it c'¢ Nave been some studies on scheduling methods for the

can be lengthened up to a certain bound within which stabiliy>CS in fieldbus networks [7]-[12]. In these papers [7]-{11],
of the system is guaranteed in spite of the performance degra: MADB and controller delay time were not considered,

dation. This certain bound is called a maximum allowable del 'Ch were |mportant in_ control appll'catlons. A scheduling
algorithm which allocates the bandwidth of a network and
determines sensor data sampling periods was presented [12];
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Fig. 1. A typical diagram of a network-based control system.
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Fig. 2. A feedback control loop with network-induced delays.

method for the NBCS can adjust the sampling period as small « P is the total number of loops that use the same medium.
as possible, allocate the bandwidth of network for three types « N/ is the number of nodes in théth loop. N, N,,, and
of data, and the transmission order of data for sensors and actu- N* are the total number of nodes in the NBCS, the total
ators. In addition to those, the presented method can guarantee number ofa: nodes in the NBCS, and the total number of
real-time transmission of sporadic and periodic data, and min- nodes in theth loop, respectively. Hereinaftas, can be
imum transmission for messages. It is noted that the MADB is  C' (controller), A (actuator), otS (sensor).
considered as a reference value of the sampling period used ine 77 is a sampling period of thgth loop.
the presented scheduling method. If the MADBs obtained by Tgi is the data transmission time of periodic data in:the
Lemmas 1 or 2 do not meet the requirements of scheduling, « node in thejth loop.
Lemma 3 or other methods should be used. » Tz is an interval for transmission ¢f data or messages.

This paper is organized as follows. In Section Il, the NBCS  Hereinafter/3 can beP (periodic data)S (Sporadic Data),
are analyzed and an MADB for stability of the NBCS is derived.  or N (messages).
In Section 11, a scheduling method for the NBCS is presented, « N2! is the maximum number of sporadic data which ar-
which allocates the bandwidth and determines the sampling pe- rived during a basic sampling period. The basic sampling
riod for the NBCS using the MADB. In Section IV, examples period means the minimum sampling period in all loops.
are given to show that the presented method is useful. Finally, » 7o, is the maximum overhead time to transfedata or
the conclusions are given in Section V. a message packet.

* T7, is the MADB in thejth loop.

In the above definitionsV}! should be integer and can be ob-
tained from the maximum arrival rate of sporadic data in a basic

In Fig. 2, many control loops can be connected using a singlampling period.
network medium. To simplify the analysis, the following nota- The maximum overhead timd§,) can be time-varying in
tions are defined. some network protocols (for example, token contréd}), con-

II. AMAXIMUM ALLOWABLE DELAY BOUND FORSTABILITY
IN A SINGLE CONTROL LooP
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sists of a message overhead tirﬁ%@) and a protocol over- where0 < 77, <7J, .., 0 <7l <7l ., 70 andr, ..
head time TO ). The message overhead time occurs becalgi€ communication delay and maximum communlcatlon delay
of buffering, packetizing, and transmission of additional dafsom sensors to a controller, respectively, g and, ...
frames such as addressing fields, control fields, or a frame ché&tk communication delay and maximum communication delay
sequence. The protocol overhead time occurs because of ¥&@¥m a controller to actuators, respectively.

ious medium access control methods such as polling or tokerlJsing (1)—(3), a control system in the control lopjgan be

passing. In additions, each overhead time can have differéi@scribed as

values according to periodic data, sporadic data, and messages. . Fi 0 : 0 ol . >
Hence the overhead time used in this paper is classifiéd,as & (t) = [ (f Fa} Y0+ [G{LHJ' 0} @’ (t = 7)
where~ can beM (message) o (protocol), ands3 is given in GJ'ECJ'HJ' ol . p' ' '
the definition of notations. + [ p Oc p 0} 2t -7, -7, — 7

For ease of explanations, the additional overhead tli§e
is consideredI% consists of the time for synchronization + [0 G H }xj (t— 7 — ) (4)
and the maximum overhead time of sums of overhead times 0o 0 ‘
consumed by nodes that do not transmit their data durin erexd (t) = [xJT(t) ng(t)]T.Then the above equation can
the given finite period. The latter occurs mainly in the tokeBe rewritten as P
passing mechanism.

The MADB is defined as the maximum allowable interval’ () = F729(¢) + Fljg;i(t _ le) + ngj(t _ Tg)
from the instant when sensor nodes sample sensor data from VFI(t— ) (5)
a plant to the instant when actuators output the transferred data 3 3
to the plant. If the sampling period in thi¢h loop exceeds the where
given MADB, then stability of the overall system could not be i Fio0 . 0 0
guaranteed. In this case, the output of the plant could deviate £~ = [ 0 FJ} , = |:GjHj 0}
from the desired trajectory, or the controlled system could be- 0 o
have in an unpredictable manner. Hence itis necessary to derive . _ {G;E?;H,’, 0} Fi= {0 G;,Hg}

the MADB from the parameters and configurations of the given 2 0 0 0 0
plant and the controller. - .
0 S - Tﬁ(‘ S T?(‘ max Tl max?
A. Maximum Allowable Delay Bound in Continuous-Time 0<7 =70, +7L +7I
SyStem S T.ﬁ(:, max + T(?O,, max + T({, max Té] max

A plant in a single control loog can be described in the gng
following state-space form:

0 S 723] = 7_] + 7_] < 7-Cll max + Té, max = ”2317 max”
jfz]f?(t) :Fzg?f)’(t) + G () Each control loop in the NBCS can be described as in (5)
yy(t) = Hya; (t) (1) using three types of delays.

. . The following Lemma 1 can be derived from the existing re-
whereui(t) € RN, yi(t) € RN%, xi(t) € RPve. Dipis  sults on the analysis of delayed systems [5], [16].
the dimension of the plant in the control logpF/, GJ, andH Lemma 1: Suppose thatf(’ + EZ L F/) is asymptotically
are matrices or vectors of appropriate sizes. A controller in teeable. Then a single control loop (5) in the NBCS is asymptot-

control loop; can be described by ically stable if

#(t) = Fizi(t) + Glul(t) T < — - (6)

V() = Hizi(t— )+ Bl -7 @ ox |7 (74 2 7))

=1 =1
whereu/(t) € RN, y4(t) € RNA, zi(t) € RPve andD’% iS  where
the dimension of the controller in the control loppF?, G7, HJ i
. ) TOVIORRc , bre, He . . Amin(@Q) Amax(P) 12

andE? are matrices or vectors of appropriate siz¢ss cqmpu— =57 =7 , o= mmwl g &}
tation time in the controllef, which satisfie® < 7/ < 77 ... e 2Amax(P) Amin(£)
where 7J

7 smax S the maximum computation time in the CON|. || is the matrix norm induced by the vector norR.QQ are the

troller j. For convenience, the computation time in the controllgyssitive-definite symmetric matrices involved in the following
is treated in the same way as output delay. Because data figfapunov equation:

the plant to the controller and from the controller to the plant
are transferred through the common communication network, . 3. . 3. .
communication delays exist. The communication delays in the < =Y FJ) P+r <F] +> Ff) =-Q. (1)
control loop; are modeled as =1

h Amin(-) @and A, (-) are, respectively, the minimum and max-
w(t) = vy o(t = 72) imum eigenvalues of the matrix.

ul () =9I (t —72) 3) The proof of the above Lemma 1 is given in the Appendix.
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This delay bound of each control loop will be used as where,,. denotes the maximal eigenvalues of the indicated
major parameter in the sampling period decision algorithm anhtrix, ¢ is a symmetric positive—definite matrix, ad :=
the bandwidth scheduling algorithm, which are discussed F{P).
the next section. The value in the right side of (6) is called the Let us assume that, := 0, 1, 2, ... is Markov chain with
MADB. two statesS; and Ss corresponding to the realization of the

binary random variable,, and the transition probability matrix

B. Maximum Allowable Delay Bound in Discrete-Time Systegi timek given by

As an example of extension to the discrete-time case, the dis-
crete-time control of an ideal continuous-time integrator in [3] is I, = [Pn(k) pl?(k):| (17)
considered. The following continuous-time model of the system p21(k)  pa22(k)

Is considered wherep;;(k)(¢, j =1,2; k=0, 1, 2, ...) are the conditional
probabilities that the chain being in the st&teat timek — 1
will jJump to the stateS; at timek. Hence, thep;; (k) satisfies
The corresponding discrete-time model with sampling periodtise constraints

provided as

z(k+1) = z(k) + Touk), yk) =ax(k). 9)

whereT; = t(k+ 1) — t(k) is a sampling period andk); &
0 ]_ 2 .are Samp“ng times. US|ng a b|nary Va“ab(é/) to The probabilities that the chain will find itself in the states
indicate the presence of the communication delay of ledgth 1 and Sz at timek = 0, 1, 2, ... are denoted ap, (k) and

T=u, Y=z 8)

0<pij(k) <1, p1j(k)+p2(k)=1
(,j=1,2 k=012 ..). (18)

in the kth time step, the static feedback law will be pa(k) =1 —pa(k) (k =0, 1, 2 ) and are determined by
u(k) = —g[(1 = 7(R))y(k) + 7(F)y(k —1)].  (10) p(k +1) = I(k)p(k) (19)
Hence, the closed-loop system is wherep(k) := [p1(k), pa(k)]T. We assume that, := [1, 0%
2(k+ 1) = [1—gTo(1=7(k))|a(k)— gTor (k)z(k—1) (11) The states(k) in (12) given by
and usingz(k) := [z(k), x(k — 1)]T as a state vector, state- 2(k+1) = H(r(k))z(k) (20)
space form will be
where

2(k+1) = H(r(k))z(k) (12)

where H(7(k)) = Ao + 7(k)Ac (21)
H(r(k)) = [a(k) —/3(16)} (13) are in this case g_disqrete—time random process, too. It is as-
1 0 sumed that the initiato is nonrandom.

alk) =1— gTu(1 —r(k), Bk)=gTr(k). (14) Lemma 3 [3]: When the Markov chain is homogenepus in
time, i.e., whem(k) = p = constant, the zero state of the jump

Leta := g7 then system and is exponentially stable in the mean-square sense if
l—a 0 1 —a and only if the spectral radius of the matrix
AO:H(O):[ 1 0}, Al:H(l):[1 0}
1 — |Pr(A0® Ag)  pr2(Ao @ Ao) 22)
a —a p21(A1 @ A1) p22(41 @ Ar)
AC:Al—AO:[O Ol

is less than one, whei® is the Kronecker product operator.
Solving the Lyapunov equatioA} PAy — P = —I, whereP The MADB in a discrete-time system is a maximum sam-
is a symmetric positive-definite matrix, we shall obtdihn= pling time obtained from Lemma 2. The MADB obtained from
AYPA. + ATPAy + AT PA.. The following Lemma 2 and Lemmas 1 and 2 can be conservative because it is derived from
Lemma 3 are derived from the analysis of the discrete-time dbeir sufficient conditions. The MADB obtained from Lemma

layed systems in [3]. 3 can be less conservative, but Lemma 3 is more complex than
Lemma 2 [3]: The equilibrium state.. = 0 of the closed Lemma1land Lemma 2. So if the MADB obtained from Lemma
system 1 or Lemma 2 is not enough to guarantee transmissions of all

types of data, a new MADB should be obtained from Lemma 3.
2(k+1) = (Ao +7(k)A)z(k)  (F=0,1,2,...) (15) |fthe new MADB is not enough to do it, the amount of transmis-
sion of data should be reduced not much influencing the system
cQerformance This delay bound or MADB of each control loop
will be used as a major parameter or a reference value in the
sampling period decision algorithm and the bandwidth sched-
Aax(Q71G) < 1 (16) uling algorithm.

is exponentially stable for all possible sequente@:); &
0, 1, 2, ...) of one-time-step delay occurrence, if the contr
gain K is such that
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C. Examples for an MADB in a Control Loop TABLE |
. . STABILITY OF SEQUENCES BYLEMMA 2
As an analysis of the MADB, the following state space of the

plant [15] is considered:

2(t) = Acx(t) + Bou(t) Sampling(t) Ay A ApAy Other
y(t) = Cox(t) (23) 4dms Stable  Stable Stable  Stable
where 5ms Stable  Stable Stable  Stable
0 1 0 6ms Stable  Stable  Stable  Stable
A, = ., B.= and C.=[1 0].
0 -0.1 0.1 6.5ms Stable  Stable Stable  Stable
The MADB is 53.8 ms from Lemma 1. Let us apply Lemma 6.7ms Stable Unstable Stable Unstable

2 for the MADB. Sampling time&l; = 4 ms andK = 10
are used for the stability test. A discrete equivalent of the plant
represented by the above equation is of the MADB. That is, the smaller the MADB of a loop is, the
lower its loop number is. Note that this minimum sampling pe-
o(k +1) = Az(k) + Bu(k) riod T is considered as a basic sampling period. A basic sam-

y(k) =Cx(k) (24)  pling period consists of’p, T, and Ty as shown in Fig. 3.

In addition to the three periodd’%, 75, and7y), there can

be a synchronization period. The synchronization period is not
A= {1 0.004 } , B= { 0 } and C=[1 0]. mainly considered in this paper, but it is included?iy.

where

0 0.9960 0.0004 The following assumptions are used in this paper.
Without delay, the closed-loop system is « Sampling time of sensors in a loop is synchronized at the
A _BK starting instant of bas.ic sgmpling periods. .
H(r(k)) =40 = |04 _cBK « In networks, communications are error-free. That s, there
are no failures in transferring messages.
1.00 0.004 0 * Packets transferred from sensors to controllers or con-
=1 0 09960 -0.004 (25) trollers to actuators have the same length.
1 0.004 0 « Control actions of one control loop do not affect other

control loops.
» Sampling periods of each loop are adjusted as multiples
of the smallest sampling period¥) in the order 2 (e.qg.,

where H(r(k)) is from [3]. On the other hand, with one-step
delay we have

Hr(k _4 |4 —BE TY, 2 x Tt 4 x T, 8 x T* ---) and should not exceed
(T(k))dctay =41 = | o . )
0 the MADB in the corresponding loop.
100  0.004 0  Controller delay time such as the computation time for
_ '0 0 §960 —0.004 (26) control values can be obtained and is less than or equal to
1 ' 0 0 the transmission time of a control value or a sensor value.
_ » Deadlines of all sporadic data are the smallest sampling
where H (7(k))delay is from [3]. period ((*).

In the case of the sampling time#, = 4 ms, 5 ms, 6 ms, The fifth assumption is introduced to simplify the algorithm.
G'ij’ andi’ = 10’h)‘(Af0)maXf < I1I AALmax < hL and Under this assumption multiples of the smallest sampling pe-
MAoAv)max < 1. Therefore, for all sequences, the SYSthoq can be used as the sampling periods of loops and the least

is Ztable. The sa;lnpling timé, :d 6; Lns andK = h10. common multiple (LCM) of the sampling periods of all loops
A Ao)max <1, M(At)max > 1, andA (Ao A1 )max < 1. These cop po 1504 as the largest period.

results are summarized in Table |. The MADB can be obtalned.l.he sixth assumption is used for the simple analysis. In a

as tlhe.srrgallﬁr value Ztha_‘;'iﬁ :MﬁgBm.s mbtth(_e d(ljscretg—;g\e real environment, the following sequence for control of plants
?nay?s y f’.“”:f] ) t'e i IS 0 ;aun_e Ta;]s MADBgused:reading of sensor, transmission of the sensor data, com-
rom Lemma 1 in the continuous-ime analysis. The tation of the control value using the received sensor data,

gb;ngd from rr:_ethlodf '?h.[lS] andl [1‘:'31 aT\iA(I)D.ZB7f ms ?h d its transmission to the actuator. If the controller delay time
-2 MS, Tespectively. In this example, the rom r the computation time in the controller is overlapped with

continuous-time analysis is less conservative than one from 8 sensor (or actuator) data transmission time, the analysis be-

discrete-ime analysis. comes simple since the controller delay time is not considered.
Otherwise, the controller delay time should be considered. This
means that an idle time in the usage of the network is necessary
before the control value is transmitted after receipt of the sensor
data. Strictly speaking, the idle time, an example of which is

For simplicity, let the loop number with the smallest MADBthe computation delay time minus the sensor data transmission
be 1, and let us renumber all loops according to the magnitutitee, should be calculated. That makes the analysis difficult.

I1l. SAMPLING PERIOD DECISION ALGORITHM AND
BANDWIDTH SCHEDULING ALGORITHM IN
MuULTIPLE CONTROL LOOPS
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1
Sampling time Sampling time
One Cycle
Real-time Data Non Real-time Data
Tp TS TN
Periodic Data Tporadic Data Message Data

Fig. 3. Configuration of phases.

The last assumption is introduced to simplify the schedula: the basic sampling period, afd’| is the smallest integer
bility condition. Deadlines of sporadic data can be larger thdarger than or equal to the valug This means thav ! - T is
the smallest sampling perio@¥). If it is transmitted withinf™®, the maximum value of’s in the basic sampling period during
it can be said that the deadline is satisfied. It is noted that thiich all the sporadic data are transmitted.
assumption is very strict. A basic sampling period consists of sampling delay, transmis-
In the NBCS, if the controller delay time is considered, ision time of periodic data, transmission time of sporadic data,
is difficult to allocate the bandwidth of nodes since the corand transmission time of messages. Considering one specific
troller delay time is required to compute control values in a lodgasic sampling period, it can be written as
only after all sensor values in the loop are received. Due to this

problem the following rule is used. Ns
Sensor nodes use the medium prior to a controller node i = Z Z T’ + 7o)
the loop. After transmitting all sensor values in the loop, sensor Jely =1
values in the next higher loop are transmitted by overlapping of Nj '
controller delay time and sensor data transmission time. Then + Z Z .+ To.)+ Z (1% +1o,)
the control values are transmitted immediately without any idle ieUr k=1 JEUS iU}
time after the transmission of the sensor data in the higher loop. +Ts +Tn +T5+ Tep. (31)

In the worst case or the practical case, one controller delay
time cannot overlap the sensor data transmission time thowghereZp denotes controller delay timé];, denotes a set of
the above rule is used. loops whose all nodes are included in the considered basic sam-
Now, let’s calculate the time needed for a certain basic sapiing period,U; denotes a set of loops whose all nodes are not
pling period. Utilization of messages in a basic sampling peridacluded in the considered basic sampling period but some of
denoted byl/x can be represented as the nodes in those loops are partly in the considered basic sam-
pling period, and/; denotes a set of sensors which aré/j

Un = % 27) (Dgi) is the largest required time to start transmitting sensor
o o data, which can be shortened in some network protocols using
To guarantee the minimum messages, which is denoté&by - an adequate scheduling method. Met be the number of sensor
the following inequality: and actuator data packets for periodic dat&jn U%, andU; .
™ < Uy (28) ThenNp is given by

b b
should be satisfied. Using Equation (27), the above equation is Np=Ns+ N4 (32)

converted to where N, denotes the number of actuatorsli and N% de-

Un T < Ty (29) hotes the number of sensors in béth andU%. Let
This period for message®;) includes the overhead tim@”&,{] A p
and7p ). Tp= > Y (T4 +7T0,)
To transmit all sporadic data which arrived during the pre- jeUr i=1 |
vious cycle, the following condition: Niooo
- + (Té‘ + TOP)
N3' - T5" < Ts (30) ; ; 7
should be satisfied, wheré = TM + T, TM is the + > (1L +To.). (33)

maximum value of data transmission time of sporadic data JEU; ,icU}
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Then the basic sampling period is bounded as the followirdy Compute N3 using (38) and the results
equation: of the above step.
M I ) . 4. Let leT,%, Ti, =0, and T, =T k=0.
Tp+Ng - T5 +UF - T +T5+Tep <T°. (34) 5 Choose 77 such as 77 < T}, and T9 =
max(2¥ - TY) for k=0,1,2,....

6. Compute NA! using (37).

Yy T NM M _ e 7. If [NLZ/Ng] is equal to  NM or ( N¥
r= <(1 A TCD> (35) (N}C/JLE{)/ is ]/vithin a given bouln)d, then !

The above equation can be changed to

where T, =17 for j =1,...,P and go to the next
step,
(z) = {“7 forz >0 else if [NLZ/Ng] is less than  NM,
0 forz<0. then Ty =T*%, take the basic sampling
Note that the NBCS cannot be schedule’if is less than or period ( 7%) as ( Iy +1v)2, k++, and

equal to zero. In this case, other high-speed network protocols 90 0 step 5),

should be selected or the number of nodes should be reduced. If €lse if  [NE/Ng] is greater than N
the data transmission times of sensors are equddasnd the and k=0, then terminate the

data transmission times of controllers are equal&s, using algorithm (the scheduling is failed),

(34). The above equation becomes else if  [Nf/Ngp] is greater than Np!
and k£ #0, then T, =17, take the
NY(Ms +To,) + N, (MC + Top) basic sampling period ( ) as
m ( TL + TU)/Z; k + +1

<{(1-uUp )

= <(1 )T =N —1o- TCD> (36) and go to step 5. '
The left-hand side is the period for the periodic ddtaXand is 8- For each basic sampling period, TG =
bounded by the right-hand side. -, Ng), allocate the bandwidth for

Now consider the schedulability. If data transmission times sensor nodes and actuator nodes using
of sensors and controllers are equabdsthen (36) becomes ~ the bandwidth scheduling algorithm.

(Q-Ug) -T" = N 1Y T3~ Tep)
M+1To,

Np < The following is the bandwidth-scheduling algorithm.

(37)  set N =N N' =N!for 1<h<P, and
where | Z] is the largest integer smaller than or equal to the Nl= Nl =0 for h> P,
value Z. Let the right part of (37) bev which indicates the  for 7 — 1 to 7 — Ny do,
maximum integer ofVp. o _ set Sy = NX (number of allocatable
Let the largest sampling period in the NBCSBe - T (i.e., data packets),
Ng = T"/T") and theith basic sampling period in the largest  get 4 — j=1,

sampling period b&;. Let the number of sensor and actuator  yead the sensor values in loop i,
data packets for periodic data durifg: - 7* be N} (that is, Sy =S8y —Ni Ni&=0, and i+ +,
total number of transmissions of periodic data during the in-  repeat
terval Nz - T'1). Then it can be calculated as while ( Ni==0 and i< P),
r 1+ +,
N} = Z Q(N’) - N7 (38) end of while,
= while ( N}, ==0 and j < P),
. . _ , Jj++,
whereQ(N’) = (Ng - T')/T7 for j = 1, ..., P. SinceT” end of while,
forj =1, ..., P are adjusted as multiples @t in the order it Sy > (N + N,
2,Q(N?)forj =1, ..., Phaveinteger values. The schedulareaq all sensor values in the ith loop,
bility can be checked by comparings with N3 Np. write all actuator values in the jth loop,
The largest sampling period in the NBCS depends on thg — g, — Ni — Nfa! Ni = Nja =0, i++ j++
largest MADB (). else if N/ < Sy < (N + NL),

The following sampling period decision algorithm based on ¢ j <
the bisection method can decide the basic sampling period. Sy = Sy — NA’

read Sy sensor values in the ith loop,
1. Set the MADB of each control loop using write all actuator values in the jth loop,
Lemma 1 or Lemma 2 (or Lemma 3). Ng = Ng — Sy, SN=Ny=0, j++,
2. Reorder control loops according to the else,
MADBs such that the smaller the MADB of read min(Sy, Ni) sensor values in the ¢th

a loop is, the lower its loop number is. loop,



LE;/‘) =p=+*. Downloaded from http://iranpaper.ir

Alio (pl a5 byl
http:/fwww.itrans24.com/landingL.html . trans24.ir -1 tran s

FEOVYYYA-Fe (YY) : oy

PARK et al: A SCHEDULING METHOD FOR NETWORK-BASED CONTROL SYSTEMS 325

Ng = (N5 = Sn), Sn = (Sv — Ng),
if Ng=0, then ¢4+,
endif, '
else if Sy <N and Sy > NE,

read all sensor values in the ith loop,
Sy =8y —Ni, NLE=0, i+ +,
write Sy actuator values in the Jth loop,

NAINA_S]\Y, S]\T :'0, ‘
else if Sy < N and Sy < N§,
if (i—7)<2

is based on the earliest deadline first (EDF) algorithm [17], [18].
However, itis modified for applications to control the loops con-
taining real-time and nonreal-time data.

Let us consider some points in applications of the scheduling
method for the NBCS in the case of token control networks such
as PROFIBUS. The worst overhead (for example, the overhead
time 7}5) should be reserved in case the token has been passed
over to the next station just before a transmission request is
made. In token control, the overhead time (which includes token
passing time) occupies a large part of the whole period and syn-

read Sy sensor values in the ith loop, chronizations are very difficult. The overhead time can be varied
Ni=Ni— Sy, Sy =0, according to the order in which the token is passed. If the order
else, of passing the token is not adjusted appropriately, a node may
write Sy actuator values in the jth loop, have to wait while the token is passed over all the other nodes.
N =N}, — Sy, Sy =0, Because the address of each node is related to the order in which
endif, the token is passed, an address of each node has to be adjusted.
endif, This can be done using the previous scheduling algorithm for the
until ( Sy =0 or j > P), NBCS. For example, if a nodeis scheduled before other node
m =1, 3, then the noder should have the token prior to the ngdand
while (( ([(I - TYHY/T™]— |(I - TY/T™]) == 0) have smaller number of address than that of the ribdgy an
and (m < P)), appropriate selection of the order of nod€§,in the period for

Ng'=Ng', Njp =Ni, m++,
end of while,
end of for loop.

periodic data can be bounded by one token rotation time. To pre-
vent unsent data or message accumulations in the node and give
the right for the transmissions of data or message to all nodes in
one basic sampling period, the target token rotation time should
be much less than the basic sampling period.

Using the bandwidth-scheduling algorithm, data packets areNow let's consider applications of the scheduling method in
allocated as follows. First, sensor data packets in the loop 1 asse of the polling control network such as field instrumenta-
transmitted to the corresponding controller through the netwatikn protocol (FIP). As there is no need to wait for the token,
medium. When all sensor data packets in the loop 1 are trattee data or messages are transmitted after the sensor delay time.
mitted, computations of control values in the controller of th&3 is needed only for synchronization. Hence if the synchro-
loop 1 are started. This is the controller delay time in the loagzation period is not consideredi can be zero. However, in
1. During this controller delay, sensor data packets in the ngdlling control such as FIP, considerable overhead tifag §
loop (the loop 2) are transmitted using the network medium. is required for sporadic data, since two or more transfers of data

So the controller delay is overlapped with the transmissigrackets such as the sporadic data request frame and its corre-
time of sensor data in the loop 2. After the controller delay timgponding frame from the bus arbitrator are required. The rest
a controller of the loop 1 transmits its data to actuators. Aft@f the procedure is very similar to the case of the token control
the transmission of the controller, data packets of other nod&work.
are scheduled in the same method as above during the specified
period for periodic data. If the period for periodic data in the [V. SIMULATIONS
basic sampling period _is ended, data pac_kets for sporadic dRFaExamples for MADB
are scheduled. If the time for messages is left after the trans-
missions of all sporadic data, then data packets for messagedS an example for verification of the proposed method, a
are scheduled. Before the basic sampling period is ended, arflgnt with six dc motors is considered. Each motor has an arma-
terval for synchronization could exist according to application8ire position controller with two sensors and one actuator, which
I there are unallocated nodes in other loops after the first bagke linked via the network. This configuration of six motors can
sampling period, the unallocated nodes in other loops are sch@@assumed to be part of a robot. If the armature inductainge (
uled in the next basic sampling period in the same method &3d Viscous frictional coefficient,.,) are negligible, the motor
above. The smallest period, which contains the period for pefiynamics can be modeled by
odic, sporadic data, and messages (if possible) less than or equal
to MADB. It is selected as a minimum sampling period of the
loop 1 according to the sampling period decision algorithm. _ | ~KiKy/RaJ 0} . {Ki/RaJ} w, (39)

If the bandwidth being able to transmit all data packets in all 1 0] 0 r
MADBSs of loops cannot be allocated, other high-speed network Yy =, (40)
protocols should be selected or the number of nodes should be
reduced. These two algorithms (the sampling period decisionahkerez, = [w 6]7, v, is the applied voltage (V), and
gorithm and the bandwidth scheduling algorithm) are presentadd 6 are, respectively, the rotor angular velocity (rad/s) and
as the scheduling method in this paper. This scheduling methdidplacement (rad)?,, K;, K3, and.J represent the armature

zp = Iz, + Gpuy,
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TABLE i where N* is total number of extra nodes which do not partici-
MADB IN THE EacH Loop pate in control loops in the NBC® or DZ. is theith sensor

or controller delay in thgth loop, reépectively.

Because the actuator nodes are assumed not to send any data
in normal operations, the transmission of all actuator nodes are
LoopA 10 1.4 0.2 not considered. The transmission speeds varies according to the
given network protocols, but in this example the transmission

Control Loop R,(?) Lemmal Lemma 2

LoopB 13 26 03 speed is assumed to be 1 Mbps, regardless of the given network
LoopC 14 3.1 0.3 protocols, for an equal comparison between the polling control
LoopD 19 6.1 0.4 and the token control network.

LoopE 91 75 04 The data length of sensors and controllers is assumed to be

four bytes and that of sporadic data is assumed to be two bytes.
LoopF 25 10 0.4 For simplicity of an analysis, it is assumed that buffering delays
and packetizing delays are neglected.

First, let us consider process field bus (PROFIBUS). If the

resistance, the torque constant, the back emf constant, the ingffjgersal asynchronous receiver and transmitter (UART) char-

of rotor and load, respectively. If a constant ga) (s used s cter which consists of 11 bits/byte is used in the token control,
a state feedback controller, the equation (5) is changed to 4,4 parameters can be given as follows:

@p(t) = Fpa,(t) + Gy Kap(t — 7) (41) T =TZ = M =4 bytesx 11 bits/bytex 1 yis/bit

. . =44 fori=1,2 j=1,2

as a single control loop in the NBCS, whete= 7. + 7, + 7cq. " ps, fore o J T 3
For simulations, the motor in each loop has the nom- 15 =2 bytesx 11 bits/bytex 1 ps/bit= 22 ps.

inal values such thak, = 10 (2), K; = 10 (0z-in/A), Message overhead for periodic and sporadic data

K, = 0.075 (V/rad/s), andJ = 0.006 (0z-in-&). The tested " " . ]

motors in each loop have the same nominal values as thelo, = 15, = 9 bytesx 11 bits/bytex 1 us/bit= 99 ps.

previous one excepf,. Other motors have the values ofpgiacol overhead for periodic data can be bounded by one
R, =13(Q), Ry =14 (Q), Ry = 19 (Q), B, = 21 () and  gken rotation time and given by
R, = 25 (), respectively.

Using Lemma 1 and the given parameters of the motors, theZs>, = 10(V) x 3 bytes(token) 11 bits/bytex 1 us/bit
MADBs are calculated as 1.4, 2.6, 3.1, 6.1, 7.5, and 10 ms in =330 pus.
Table Il. Using Lemma 2 and the given parameters of the mo- i )
tors, the MADBs are calculated as 0.2, 0.3, 0.3, 0.4, 0.4, aﬁ&OtOCOI overhead for sporadic data is calculated as
0.4 ms in Table IIl. Hence the final MADB is given as 1.4 ms. TS =10(N) x 3 bytes(token)x 11 bits/bytex 1 us/bit
From these two examples, it can be known that MADB from the —330 s
continuous-time analysis is less conservative than one from the M " " P
discrete-time analysis. Ts =2(Ng") x (Ts" + 15, + T5,) = 902 s
T5 =330pus, Tnv =0.16 x 3ms= 0.48 ms

B. Application of a Scheduling Method Next, let us consider FIP. The parameters can be given as fol-

For the test of a scheduling method, one motor has the nows:
inal values such thak, = 14 (©2), K; = 10 (0z-in/A), K, = ; i . .
0.075 (V/rad/sec), and’ = 0.006 (0z-in-&). Other motors have Ts, =T¢, = M = 4 bytesx 8 bits/bytex 1 ps/bit
the same nominal values as the previous one ex@gpOther =32ps fori=1,25=1,2,3
two motors have the values &, = 19 (©2) andR, = 21 (), T3 =45 bits(RP_DAT) x 1 ps/bit= 45 us
respectively. Using Lemma 1 and the given parameters of the TP —61bits(ID_DAT) x 1 ;

= - s/bit = 61 us
motors, the MADBSs are calculated as 3.1, 6.1, and 7.5 ms. The OJ\; . i )xip ] a
MADBs of each loop can be set as 3, 6, and 7 ms for conve- s =2 bytesx 8 bits/bytex 1 us/bit= 16 us
nience of calculations. It is assumed that data for the sensor and Té”s =45 bits(lRP_DAT) x 1 us/bit= 45 us
the actuator have four bytes. Using the notations in the last sec- TS5 = {61(ID_RQ) + (45 + 16)(RP_RQ)

tion, the followings are given: +61(ID_DAT)} bits x 1 us/bit = 183 s

N =N =1forj=1,2, 3
C A ) Sy _ M M M r _
NL=2forj=1,23 N/ =3forj=1,2 3 Ts =2(NG') x (I5" + 15, +10,) = 488 pis

N*:1,P23,N:E§):1(Né+N§)+N*:10; Tn =0.16 x 3 =0.48ms

Dg =01msfori=1,2j=123; Applying steps 1 to 6 of the sampling period decision algo-
D}, =01msforj=1,2,3; rithm to the exampleN} are given as 12 and 2, respectively.
TH =3ms, T3 =6ms, T8 =7ms; N} is 2 in the token control network and 14 in the polling con-
NM =32 trol network. Hence, 2 nodes and 14 nodes can be scheduled in

Uy = 0.16; the token control and the polling control network, respectively,
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Fig. 4. Bandwidth allocation result using polling control.
Loop 1 using a direct control
0.2 T T T T T T T T T
Thetaref
015+ B
Thej
(]
b
3 01F B
o
0.05F -
Omega
O L 1 1 vl L 1 L
0 2 4 6 8 10 12 14 16 18 20
Time(sec)
Loop 1 using a network based control
02 T T T T L T T T T
Theta
ref
0.15 Theta T
O
3
3 01r —
®
0.05F -
Omega
0 L 1 1 - 4 i L
0 2 4 6 8 10 12 14 16 18 20
Time(sec)

Fig. 5. Outputs of motor 1 position control.

within a basic sampling period. From this calculation, it can baf polling control case are shown in Figs. 5-7. In Figs. 5-7, we
shown that all nodes cannot be scheduled using token contstipw the outputs.(, #) of the motor position control system
but can be, using polling control. Then, following the repetitiom which a controller, sensors, and an actuator are connected
steps of the sampling period decision algorithm, the samplidgectly or connected by a network. The behavior of the outputs
period can be reduced in case of the polling control network.in the NBCS is similar to that in the directly connected systems
As a final step of the scheduling method for the NBCS, banftom Figs. 5—7.
width is allocated using the bandwidth scheduling algorithm. In
case of token control, the end time of the transmission in loop 3
exceedg x T}, which is the sampling period of loop 3 (from the
bandwidth allocation algorithm in the last section). Therefore, The NBCS should satisfy two different sets of characteris-
scheduling is impossible in this case. tics. One is the characteristics of control systems such as sta-
In case of polling control, as the overhead time in each no@idity and sampling period, and the other is the characteristics
is bounded by a constant value, calculation results in the ladtnetwork systems such as real-time transmission of sporadic
section are very similar to the real values. A basic sampliregnd periodic data, and the minimum network utilization for non-
period ranges from 1.4 ms to 3.0 ms. Hence, the basic sampliegl-time messages. Generally it is difficult for the NBCS to be
period can be reduced to about 1.6 ms in this case. The resigsigned to satisfy all of the above characteristics. In this paper,
from calculations are matched to those of the allocations. If ttiee MADBSs are obtained for the stability of the NBCS, and are
basic sampling period of 1.4 ms is selected, the bandwidth aased as the basic parameter for a scheduling method for the
be allocated as shown in Fig. 4. The simulation results in cas8CS. Furthermore, the presented scheduling method for the

V. CONCLUSION



-, 5 " w oA s
= Poper, i ; Wi ol doz 5 byl
e’ “P** Downloaded from hitp://iranpaper.ir http://www.itrans24.com/landingLhtml  yww.trans24.ir ;_:Msi trans
PEAVYYYA-F+ (YY) : pwls

328 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY, VOL. 10, NO. 3, MAY 2002

Loop 2 using a direct control
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Fig. 6. Outputs of motor 2 position control.

Loop 3 using a direct control

02 T T T T T T T T T
Theta
ref
015kF Theta |
Q
b
5 011 c E
©
005k Omega |
0 L 1 L il L L L
0 2 4 6 8 10 12 14 16 18 20
Time(sec)
Loop 3 using a network based control
0.2 T T T T T T T T T
015k Theta, ¢ Thetg .
O
& :
3 01F 4
o
0.051 k
Omega
0 L i & iR L L L
0 2 4 6 8 10 12 14 16 18 20
Time(sec)

Fig. 7. Outputs of motor 3 position control.

NBCS can adjust the sampling period as small as possible, alin the NBCS, the presented method is very useful, as it pro-
locate the bandwidth of the network for three types of data, awitles a solution to determine the sampling period of each control
exchange the transmission orders of data for sensors and acl@p and it can indicate whether the predetermined network pro-
tors. In addition, the presented method can guarantee real-titmeol is possible for the given control system or not. An example
transmission of sporadic and periodic data, and minimum uis presented to show the usefulness of the proposed method for
lization for nonreal-time messages. the NBCS.
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And using the Razumikhin-type theorem

T, max"*

multiples of each other in the order 2, the simplified algorithrib], (5) is asymptotlcally stable if

based on multiples of the smallest sampling period is necessary
to be studied. As the future works, delays due to packet losses,
buffering, and packetizing will be investigated for the NBCS.

APPENDIX

Proof: This proof is based on [5]. if%(¢) is the solution of
(5), then one can obtain

(1]
2 (t— 7) =i (t) —/ #(t+0)do o
. .0 7 . .
o) - [ |Paiero) @
s
+3 Flal(t -7+ 0)| do (42 H©
=1
wherei = 1, 2, 3. Inserting the above equation into the equa- g
tion (5) yields
(6]
Bt =Fai(t)+ > < Flal(t) - F / 7]
=1 -7
s | (8]
Figi(t+6)+ Y Flal(t—+ +6) ¢ do
i=1 [l
. 3 . . 3 . 0
~(Faye) e [ 0
=1 =1 -7
Figl(t+0)+> Flal(t— 7 +6)| df 5. (43)  [11]
=t [12]
Let
_ )\min(Q) § = )\max(P) 1/2 [13]
7= 2)\11133((-P)7 N )\Inin(P)
[14]

andP, @ be the positive-definite symmetric matrices which sat- 5
isfy the following Lyapunov equation: s

3
P+ > R
=1

Amin(+) @NdA,.x(-) are the minimum and the maximum eigen- [18]
values of the matrix, respectively. Then take

T 3
P+P|F +3 F

=1

[16]

_Q.

(17]

V(z) = 12T ()P (2) (44)

as our Lyapunov function and its differentiation becomes

V=1 () P2(t) + L2 ()P ()
S—%ijQa:j—i— z PZF’/ | FIR(t+ 6)
3 . . . 7
+ > Flal(t-7)+06)|db (45)

i=1

R\

2

. 3 . )
w ()]

i=1

T <

5y

i=1
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