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Abstract—This paper describes image processing methods for
identifying the position and orientation of a rover mock-up in
images taken during a Mars Science Laboratory fieldtest
campaign. ldentification targets were affixed to tle top deck of
the mock-up, and the methods discussed involve thietection of
these targets, followed by associating them with & known
positions of the targets.

. INTRODUCTION

Mars Science Laboratory Terminal Descent Sensa, t
rover’s landing radar, underwent a field test caigypan the
Mojave Desert. One purpose of the field test wagatoge how
the rover’s position during the sky crane descédratsp might
impact the return of the radar signal during this@l phase of
landing operations. To test this, the landing radas affixed to
a helicopter, and a mock up of the rover, with ééscattached
to the top deck, was attached to a wench underntegh
helicopter. The radar was operated while the posidf the
rover mock up was varied. A camera was positioreat the
wench, facing down, to image the rover as the tea$
underway. Time-tagged images were captured ateaaft
frames per second, which will be used to estimagepbsition
of the rover during the test and matched with djettimes of
radar test data.

II.  PROBLEM STATEMENT

The identification targets affixed to the rover tgck will
be the primary means of solving for the rover positand
orientation in the imagery.

Figure 1: The rover mock-up with targets.
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The targets are black circles on various placethenmover
top deck. The contrast between the targets andower top
deck should aid in proper identification, howevke task is
made more difficult by the extra clutter of the tehsquare
shape around the target, and the dark-colored teee to
attach them to the rover.

Similarly, the highly-reflective nature of the ravsurface
may cause unwanted side effects such as glarecdghatause
hproblems in identifying some of the targets. It \dbbe more
desirable if the rover surface was painted a nfieatdve white
and the targets did not have the extra clutterapk taround
them. However, as the images are this way and mgpttan be
done about it, these problems must be dealt withpast-
processing. Shadows cast by the helicopter andother mast
may also cause contrast issues that will pose @mnublfor

target identification.

In each image, the rover can be considered to have
undergone three translations:

1. Translated along the X and Y axes.

2. Scaled in size depending on the distance from the
camera.

3. Rotated due to helicopter maneuvers, wind, androthe

factors.

Roll and pitch effects are present, but assumedéeo
minimal due to the nature of the test and will gaored in
processing.

I1l.  PROPOSEDSOLUTION

It is proposed to implement a three step procesdetatify
the targets in each image.

A. Edge Detection via the Sobel Operator

The first step in detecting the targets is to smggathem
from the background and the rover shape. The peapos
method to do this is to perform edge detectiontki@ Sobel
Operator [1] applied in both the horizontal andtieat axes.
Detection in both directions is necessary to prypdetect
circular edges.

The Sobel Operator is a 3x3 convolution kernel tisat
applied to each pixel in an image to approximagedérivative
of the image along a direction. For the horizodtedction, the
kernel is defined as:
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The kernels defined in (1) and (2paronvolved with ever
pixel in the image to detect edges. Aetthold is applied to thi
the edges as well ay@d detection of nc-circular shapes,
which will aid in further steps. For this problem, a thresl
value of 0.08 was used, whiphovided good performant

Figure 2: The rover mock-ugfter Sobel edge detecti

Figure 3: The closep of one of the targe

As is shown in figures 2 and 3, this method doe:
adequate job at detecting the circular targetsjewtdjecting
some of the more linear edges, such as the sidéseabvel
deck againsthe background. It is also noted, however, th:
this case the three targets visible at the bottbiine deck ir

figure 1 that are obscured by the shadow of thet s not
detected because the castr between the foreground targ
and background deck is not highough. Thids an acceptable
limitation for the followingreasons

First there are a large number of targets on the rdeek,
so missing onla few should not completely prevent succes
detection of the rovergsition and orientatio Second, the
frame rate at which the images is taken is highugh
compared to h@ much the rover is able to move in betw:
images that occamal failures to track are OK. With the
factors in mind, edge detectiona the Sobel operator is .
adequate first step in the processing cl

B. Circle Detection via the Circular Hough Transform
Although Sobel edge deteati can successfully extre
most of the targets from the image, as is evidgnEigure 3,
there is still plenty of clutter that must be deasith. Becaust
the targets are practically the only circular sksape the
images, we must now focus on extrac only the circular
shapes, and their positions, from the «detected image.

The proposed method for this is the Circular Ho
Transform [2]. The Circular Hough Transform is useful
detecting circles of known radiua a black-and-white level
image but can be iterated to detect circles of vari@aki. The
method to find a circle of radiusiRas follows

1) Create an accumulator matrix the size of the original
image to be processed. This accumulator matrix will be ust
to store data thasiused in the pe-finding step.

2) For every bright-level pixel position in the image, draw
a circle of radius R in the accumulator matrix. This has the
effect of incrementing the value of the accumuldigr one
every time a drawn circle intersects a pixel in deeumulato
matrix.

3) After all circles have been drawn, search for peaks in
the accumulator matrix. Peaks in the accumulator mat
represent a circle in the original image being cemetat this
pixel. The reasoning of this is as follo

Consider a circle in an image:

Figure 4:A circle in the original imac.

For every pixel in this circlegadditiona circles are drawn in
the accumulator matrix, allustratec in figure 5. As more and
more of these circles are drawn, they all hipixels that
intersect at the center of the circle in the omagirmage, a
illustrated in figure 6.

This result of the Circular Hough Transform is hee will
find the centers of the targets in the edge dedectage. As
the accumulator matrix is created, we are leth peaks at the



center of each circle in the original image. We nang left
with the simple task of searching for peaks in #isumulato

matrix.
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Figure 5:Circles centered at each pixel of the originalleigre drawn it
the accumulator matrix.
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Figure 6:All of the circles intersect at the center of tlirele.

An edge detected image processed through the @&
Hough Tansform is shown in figure 7, with a close up ¢
single target shown in figure 8. As is picturede ttarget:

definitely stand out more than any other featurehef rover
exactly what we wanted.

Figure 7:An image of the accumulator matrix valt

Figure 8: A close-upfa single target. Notice the strong peak in theen
of the circle, what we are looking f

Peak-finding in Aimensions can be done quickly &
simply by just comparing the value of each pixethwihe
values of the eight pixels that border it. Thisthod has shown
itself to be fast enough for our purposes, and sedexctec

However, peaKinding alone cannot be used. This
because the Circular Hough Transform really onlyedts
perfect circles. As is evident by fice 3, the circles resulting
from the edge detection stage are not perfect.side-effect of
this is the Circular Hough Transform produces aocfgieaks
near the center of the circle. Similarly, if thects is not the
exact radius of that being seaedhfor, we will get a cluster «
smaller peaks near the center of the ta

To resolve this issue, after pefakding we find other peaks
that are within anR radius distance from the peak be
analyzed. For all peaks within an R radius of eaiifer we

collapse them into a single peak located at thenrpeaiton of
all the peaks. This process is illustrated in feg@

Figure 9:Multiple peaks (top) within a cire collapsed into a single peak
more centered at the middle of the tai



After the processing techniques mentioned, we can

successfully identify the locations of targets e toriginal
image, as shown in figure 10. As is illustrateds tmethod is
highly successful at extracting the locations ofnmnaf the
targets in the images.

Figure 10: The green stars represent the locatibtiee filtered peaks form
the accumulator matrix.

C. Target Alignment via Procrustes Method

Now that we have some (or possibly all) of the ¢tsg
identified in the image, the final step is to aligem with the
known actual targets. The proposes method to adishnpis
task is an iterative Procrustes Alignment Methdd [3
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Each translated point is divided by this scalediaagiving
us the desired unity RMS distance of all point®origin.

3) For each image to be processed, perform steps 1 and 2
to the detected target pixel locations. This puts the detected
targets to be on the same scale as the known $arget

4) After the detected targets are trandated and scaled,
perform an iterative rotation alignment. Sweep over a range of
angles from 0° to 360°. In each iteration, for eaetected
target point, calculate the distance to all of knewn target
points. Choose as its pair the closest known ta@elculate
as a cost function the sum of the square of thetantes for
all of the detected targets. The rotation anglediect is that
which has the smallest cost function.

We now should have a relatively close match of the
detected targets to the known targets. Howevegussnot all
of the targets will have been detected, the tréinslaand
scaling will not have put the detected points & game
reference frame as the known targets. Thereforepaeviorm
another series of iterations on the translatededcand rotated
points.

The first iteration is to sweep over a small rarafe
additional X and Y translations, re-calculating ttost function
at each iteration and picking the additional tratish that
minimizes it. Next, we iterate over a small randedditional
scale factors, calculating the cost function agatneach
iteration and again picking the additional scaletda that
minimizes it.

At this point, we will have good agreement betweka
detected and known targets. To match a detectgdttaith a

Procrustes Alignment is a method developed to coenpa known target, we simply choose the known target ihdhe

the relative shape of objects in multiple imagest thiffer by
means of translation, scale, and rotation, whick #re
transformations we have assumed our rover to haen b
subjected to in each image. The detailed methodeshés as
follows.

1) Pre-process the known target locations by trandating
them along the X and Y axis such that the mean positions
along both dimenions is zero. This effectively centers the
image to be detected in the reference frame. Ifhaeen
known targets, for each(x;,y;) ... (x,,¥,) points, we
perform the operation:

®3)

Wherex andy are the mean known target positions.

(o yi) = (X — Xy — ¥)

2) After trandating the target positions, scale them in
magnitude such that the RMS distance of all points to the

smallest distance away, and perform filtering byecting
points that are too far away from a known pointigative of
the detected point being clutter and not an actarjet) or
rejecting points that share the same known tapiek only the
target that is closest, and reject the rest). Venamw able to
associate some (or possibly all) of the known t=rgeth a
pixel number in the image, which can be used fahér pose
estimation to get exact measurements. Pose esiimatil not
be discussed here.

V.

An example result of this method is shown in figudel
and 12. In this example, we are able to succegsfuditch all
of the detected targets with a known target. Howelvecause
the edge detection and Circular Hough Transforrgestaare
not perfect, some targets are not associated. Asiqusly
mentioned, this is acceptable because of the laugeber of
targets. If desired, the locations of the missiaggéts can be
interpolated to complete pose estimation.

RESULTS ANDCONCLUSION

originisone. This operation makes the method scale invariant.

We calculate a scaling factor:



position. Image quality differences, due to presglguiscussed
effects of sun glare, shadowing, as well as excessiale or
translation cutting off some targets, does neghtivepact
performance. Some statistical plots are shown helow

To conclude, this method has proven itself quijgabée of
performing the task at hand. Images are processékisub-
second time-frame with little optimization. The imed is also
fairly free of continual “fiddling” with parameter® get it to
work, which is desirable for large sets of images.
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Figure 11: The detected targets matched with krtangets

Figure 11 shows each detected target assigned arizain
reference to known targets. In this case, of theated targets,
100% of them are correctly associated with knowrgets,
although four of them were not detected prior tochustes
alignment.
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Figure 12 shows the how the target positions agmnedi.
Their relative positions after Procrustes alignmam in very S —
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