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Vehicular networks have been expanding significantly to perform several applications and strategies re- 

lated to vehicles, ambulances, traffic jam, drivers, and even passengers. The most important challenge in 

this network is routing data among vehicles. Therefore, there is a need to design efficient routing proto- 

cols for unicast, Geocast, multicast and broadcast transmission modes. The multicasting can be used in 

many application fields such as emergency, police, and firefighting. There is a large body of studies on 

multicast routing in vehicular networks. However, safety applications in vehicular networks require a spe- 

cial multicast routing protocol that takes into account the deadline and existing bandwidth constraints. 

On the other hand, there has been a growing tendency towards electric cars in recent years. Therefore, 

energy consumption is one of major parameters that should be considered in the design of this routing 

protocol. The goal of this paper is to present a new E nergy E fficient M ulticast routing protocol based on 

S oftware Defined Networks and F og computing for V ehicular networks called EEMSFV including dead- 

line and bandwidth constraints. Multicast routing with multiple constraints of QoS has been proved to 

be a NP complete problem. The proposed architecture consists of four layers: vehicles, fog computing, 

OpenFlow switches and SDN controller. Moreover, a priority based scheduling algorithm and a classifica- 

tion algorithm to schedule the multicast requests based on their application type and deadline constraint 

after classifying them are proposed. The partitioning concept is used to decrease time complexity and 

overhead in the SDN controller. From the simulation results, we concluded that EEMSFV is better than 

MABC and CVLMS in terms of successfully transmitted ratio, average end to end delay, normalized over- 

head load, multicast energy consumption, packet loss ratio and percentage of critical multicast sessions 

that meet the deadline. 

© 2018 Elsevier B.V. All rights reserved. 
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1. Introduction 

Vehicular networks are special types of mobile ad hoc networks

that are used to help drivers access the required information sim-

ply, and they can be used to exchange information among vehicles

in different locations [1,2] . This network is composed of two types

of nodes: mobile and fixed. The former represents vehicles while

the latter represents road side units (RSU) and base stations (BS)

that are distributed along the road and help in transporting infor-

mation [3] . The high mobility of vehicles at different speeds means

continuous breaking of links that affect link stability and as a re-

sult affect performance of the network. This means that the rout-

ing process is the largest problem in this network and it leads to

high overhead, energy consumption, bandwidth consumption and
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ncreased packet loss because the continuous searching for the cor-

ect and optimal path needs to exchange a high number of control

ackets [4,5] . This network uses three types of connections that are

ehicle to Vehicle (V2V), Vehicle to Infrastructure (V2I) and Infras-

ructure to Infrastructure (I2I) to transmit information in unicast,

eocast, multicast and broadcast manners [2,4] . 

Multicasting is a major research area in vehicular networks. It

rings many benefits to these networks including reduced over-

ead, minimized energy consumption, avoidance of loop cases and

ptimized throughput rate, channel utilization and bandwidth. It

an be used in some situations such as traffic jam or accident to

end some type of safety information from the source vehicle to

 set of vehicles called destinations or multicast group simulta-

eously through the shared network links [6] . The members of a

ulticast group must take some actions such as stopping or mov-

ng in other directions to avoid danger within a critical time (i.e.

eadline). Therefore, the bandwidth must be increased and the

nd to end delay must be decreased to meet the quality of ser-

ice (QoS) requirements [4] . The multicast routing processing of

https://doi.org/10.1016/j.adhoc.2018.09.018
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nformation from the source to destinations with a number of QoS

onstraints such as delay and bandwidth is known to be a NP com-

lete problem [7-9] . 

The fog computing framework was invented to work as a sim-

le cloud to offer many networks, computing and storage capabil-

ties at the edge of the network to reduce the number of tasks

hat are transferred to cloud computing [10] . There are many ad-

antages of using this framework such as supporting continuous

ovement of nodes, location awareness, and efficient handling of

eal time tasks that require quick response [11,12] . Therefore, it is

ore suitable for the vehicular network and can help in the mul-

icast routing process. 

On the other hand, SDN has been developed to divide the tra-

itional network architecture into two parts: control and data. The

urpose of this division is to simplify the functions and increase

rogramming, virtualization and availability. Also, SDN plays a ma-

or role in the routing process by selecting the optimal path ef-

ciently with minimum resources to guarantee QoS factors [13] .

he concept of the SDN can be applied in vehicular networks to

mprove management, increase flexibility, apply V2V and V2I con-

ections, select path and channel, and use network resources in an

ptimum manner [14,15] . 

There are many studies about multicast routing in vehicular

etworks. However, safety applications in vehicular networks re-

uire a special multicast routing protocol that takes into account

he deadline and existing bandwidth constraints. On the other

and, there has been a growing tendency towards electric cars in

ecent years. Therefore, energy consumption is one of major pa-

ameters that should be considered in the design of this routing

rotocol. 

The contributions of this paper are as follows: 

• Producing architecture to merge vehicular networks with fog

computing and SDN to perform the multicast routing efficiently.

Moreover, the partitioning concept is used to reduce complex-

ity and computational time of obtaining an optimal multicast

path (i.e. multicast tree) as well as reduce overhead in SDN

controller. 

• Developing a mathematical model to select the optimal multi-

cast path with minimum energy and take into account deadline

and bandwidth constraints. This model can be applied in the

local controllers and the central SDN controller. 

• Developing an efficient classification algorithm and priority

based scheduling algorithm to classify and schedule multicast

session requests based on their application type and deadline

constraint. 

• Computing the remaining bandwidth in each link by using effi-

cient approach that gives high priority to the critical multicast

sessions (i.e. emergency, firefighting and police) to use the link

in the network traffic cases. 

• Exploiting the partitioning concept to reduce complexity and

computational time of obtaining an optimal multicast path (i.e.

multicast tree) as well as reduce overhead in the SDN con-

troller. 

The other sections of this paper are arranged as follows.

ection 2 explains related works. Section 3 illustrates the system

odel and problem formulation. Section 4 describes the proposed

ulticast routing protocol. Section 5 shows the remaining band-

idth computation. Section 6 illustrates simulations and results.

inally, Section 7 presents the conclusions. 

. Related works 

There are many research studies about multicasting in vehicu-

ar networks. The most recent studies in this filed will be reviewed

n this section. Al-Ezaly et al. [6] presented management service
f vehicle location depending on the collaboration called CVLMS

or improved hybrid proactive and reactive multicasting in tradi-

ional vehicular networks. It is used in infrastructure based envi-

onment to increase link stability and information dissemination

pproach to determine the information of mobile vehicle locations.

his information is exchanged among RSUs periodically to update

heir location tables. However, their proposed protocol does not

ake available bandwidth and deadline constraints into consider-

tion. The authors in [16-19] studied QoS based multicast proto-

ols with less cost in vehicular ad hoc networks (VANET). Zhang

t al. [16] studied the multicast protocol in VANET with respect to

hroughput and delay constraints (D). In multicasting, the source

ode transmits data to the destinations in ad hoc or infrastructure

ased manner. The limitations of this paper are that it does not

ake the bandwidth constraint into consideration. There is no strat-

gy to construct the multicast tree and to join a new vehicle to ac-

ive multicast sessions. Santamaria et al. [17] exploited the concept

f partitioning to design a multicast routing protocol to give higher

vailability to users that have access to network services. The pro-

osed protocol divides the network into clusters and each cluster

orks as a multicast sub tree. The cluster heads connect to some

erver that works as a source of the multicast processes. However,

his protocol does not take bandwidth constraint into account and

pdating of vehicle position and the link status is done by send-

ng messages periodically that can increase overhead and consume

esources. Zhang et al. [18] converted the multicast routing prob-

em with QoS constrains into a continuous optimization problem

nd solved it by using micro artificial bee colony approach. The

oS requirements that are used in this paper are the delay mini-

ization and the network lifetime maximization. In this proposed

rotocol, if one node wants to send data, it will broadcast data to

ll neighboring nodes, but this consumes a lot of energy. More-

ver, since there is no infrastructure, vehicle mobility affects link

tability and leads to unnecessary transmission of control packets

hat increase energy consumption, delay and overhead as well as

astes bandwidth. Juang et al. [19] used linear regression to mul-

icast messages to target vehicles in various areas within the delay

onstraint. When there is enough time, the proposed protocol uses

he hybrid of data mulling to multicast messages to the destination

reas. The authors used two schemes: the greedy and centralized.

owever, this protocol did not take into account the bandwidth,

verhead, packet loss ratio and jitter metrics and mobility of vehi-

les. 

The authors in [20,21] proposed trajectory based multicast pro-

ocols. Jeong et al. [20] proposed a protocol to minimize transmis-

ion cost. They assumed that the driver inputs some information

bout his trip to the GPS and the proposed protocol exploits this

nformation to compute the trajectory. Also, it selects a few re-

ay points to save the multicast data temporarily and deliver it to

he destinations when they input their transmission areas. How-

ver, some drivers may not wish to input information about their

rip, so the trajectory cannot be computed. Also, when there are

any destinations and we want to download some data from the

ame relay node before exiting it, the coverage area may fail due

o the congestion. Chiou et al. [21] designed a multicast protocol

alled trajectory-based I2V group message delivery to minimize the

ost required for time sensitive applications. To extend the existing

ulticast tree, this protocol selects the closest rendezvous points

o the previous ones that have access to a large number of des-

inations. However, there is a high overhead due to the periodic

xchanging of vehicle information and many errors in route com-

utation due to the inaccurate information delivered from GPS. 

The authors in [22-24] merge the multicast problem with

cheduling algorithms. Sahebgharani et al. [22] proposed a

cheduling algorithm and multicast approach to download data

rom RSU. The vehicle requests are separated into normal and
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emergency and scheduled by using the FCFS approach after insert-

ing them into two different queues. The selection process of high

priority request is done based on the D 

∗S/W scheduling approach.

When there is not enough requests for some information, other re-

quests must wait for some time. Then, information is delivered to

all target vehicles simultaneously. However, this will lead to high

delay. Hu et al. [23] studied the scheduling issue of multimedia

data with multicasting in multi-hop VANET. The proposed algo-

rithm works depending on the number of encoded layers, wireless

channel conditions, available multicast resources, etc. But this pa-

per did not take into account energy consumption, bandwidth and

latency. Also, the authors assumed that all vehicles should have

GPS and use the data received from it without using any method to

correct this data. Shrivastava et al. [24] focused on improving en-

ergy consumption and proposed a data scheduling algorithm with

the multicast protocol. The information about the channel is elimi-

nated by determining the optimal channel condition and good data

rates. The limitations of this protocol are that the delay and band-

width constraints were not considered and the proposed schedul-

ing algorithm runs only within a small RSUs range. 

There are many reported research studies merge the vehicu-

lar networks with SDN and fog computing. Truong et al. [25] pro-

posed an architecture called FSDN that consists of four layers: ve-

hicles, fog computing, SDN controller and cloud computing. SDN

provides flexibility, programmability, global knowledge and scal-

ability while fog computing offers delay-sensitive and location-

awareness services. Zhu et al. [26] added the SDN controller on

which they run a special application called routing server to the

VANET to route the data packet with low delivery interval and

minimum routing overhead. Liu et al. [27] presented an architec-

ture that consists of vehicles, OpenFlow RSU, OpenFlow switches

and SDN controller layers. Also, they proposed the GeoBroadcast

protocol for VANET. When a car breaks down, it will immediately

transmit periodic alerts to notify other vehicles using the Open-

Flow RSUs. He et al. [28] presented an architecture for the software

defined based vehicular network that predicts the trajectory of ve-

hicles to reduce overhead. Moreover, they developed a multicast

protocol as well as a scheduling approach to minimize transmis-

sion cost while taking the delay constraint into account. He et al.

[29] merged the IoV network with the SDN concept and fog com-

puting. They presented a novel modified constrained optimization

particle swarm optimization method based on SDN to enhance the

constrained optimization particle swarm optimization algorithm.

Hou et al. [30] merged the concept of fog computing with vehic-

ular networks and presented a new concept called vehicular fog

computing. The authors used moving vehicles for communication

and exchange of data and used stopped vehicles for computation.

Zhang et al. [31] designed a software-defined trust based ad hoc

on-demand distance vector routing protocol that gives route dis-

covery and route maintenance processes to the controller. He et al.

[15] proposed a SDN-based architecture to improve vehicular com-

munications. They assumed that the vehicles and RSU work as SDN

switches. The SDN controller has been used to allocate the band-

width and spectrum of the network to allow quick network con-

figuration. Ji et al. [32] proposed an architecture to manage vehic-

ular networks by the SDN controller. They proposed a geographic

strategy based on SDN to compute the routes by exploiting vehi-

cle’s information delivered from the digital map. Their proposed

protocol uses the optimal forwarding path strategy to determine

the shortest path and the packet forwarding strategy to select the

next-hop. Baihong et al. [33] proposed a routing protocol for SDN

based VANET. It works on demand and uses the local level to find

the route for any vehicle locally in a specific area while it uses the

global level to compute the route to any destination at any loca-

tion. However, the overhead of this protocol is high and it depends

on the predicted trajectory by using inaccurate GPS information. 
. System model and problem formulation 

An architecture that consists of four layers as shown in Fig. 1

s proposed in this paper. These layers are named as follows from

ottom to top: vehicles, fog computing, OpenFlow switches, SDN

ontroller layer. This architecture differs from previous architec-

ures in that the clustering principle is applied to the fog comput-

ng layer and each cluster is managed by a local controller using

ur proposed SDN agent. In the first layer, there is a high number

f vehicles. In second layer, there are groups of RSUs and BSs. All

evices in this layer support the OpenFlow protocol and have stor-

ge and processing capabilities. The RSUs and BSs use the WAVE

nd WiMAX/3G/4G/LTE interfaces to connect to the vehicles, re-

pectively. The communication methods used in this paper are V2I

nd I2I to increase link stability. Each group of BSs and RSUs in

ome geographical area is controlled by the local controller (or a

og controller as it is called). This controller uses the SDN con-

roller agent and has complete information about the BSs, RSUs

nd vehicles that are found in its own coverage area and can be

sed to correct the broken links inside this area to meet deadline

onstraints and reduce overhead at the SDN controller. The net-

ork of OpenFlow switches is in the third layer. The fourth layer

epresents the SDN controller that works as a network adminis-

rator and has complete information about the locations of vehi-

les, RSUs, BSs, local controllers and OpenFlow switches as well

s information about all network links. So, it can build the opti-

al multicast path (i.e. multicast tree) with minimum energy as

ell as perform many other functions such as multicast requests

lassification, multicast requests scheduling and decision making

bout joining/leaving existing multicast sessions. The framework of

he suggested work is shown in Fig. 2 . This figure shows many

f the proposed features that are not found in the previous ar-

hitectures. First, it uses a hybrid control layer instead of a nor-

al layer. Second, new modules have been added to the applica-

ion layer (i.e. Request Classifier, Request Scheduler and EEMSFV).

hird, the database of the SDN controller was updated to store sev-

ral new tables related to small geographical areas, which were de-

ived from the partitioning concept. The Request Classifier, Request

cheduler and EEMSFV modules were applied in the SDN controller

nd each of local controllers and used to classify the multicast re-

uests based on the application types, to schedule the multicast

equests based on the application type and deadline, and to build a

ulticast tree for each multicast request using the proposed math-

matical model, respectively. This model is explained in this sec-

ion and the Request Classifier and Request Scheduler modules will

e explained in the next section. 

Usually in some situations such as accidents, the source vehi-

le (whether it is police, ambulance, firefighting or normal vehicle)

ends some data to a set of destination vehicles that are found in

 geographical area to receive the response quickly. For example,

f there is a police vehicle chasing a suspect in a particular geo-

raphical area, it will send information only to a set of police ve-

icles that are located in that area and nearby areas since there

s no need to send this information to police vehicles that exist in

emote geographical areas. Also, this can be applied to firefighting

nd ambulance vehicles. Therefore, we assume that the SDN con-

roller physically divides the entire geographical area into a num-

er of smaller geographical areas as illustrated by continuous lines

n Fig. 3 in this paper. The SDN controller has a general table to

ave the complete information about the entire geographical area.

n addition to this table, it assigns a special table for each of the

maller geographical area in its database to save complete infor-

ation about these areas. Each one of these smaller areas can be

ivided into smaller geographical areas called zones as explained

y the dashed lines in Fig. 3 and each one has a number of vehi-



A.J. Kadhim, S.A.H. Seno / Ad Hoc Networks 84 (2019) 68–81 71 

Fig. 1. The proposed architecture. 

Fig. 2. The framework of the proposed system. 
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Table 1 

Notations. 

//V// The total number of nodes in G. 

//L// The total number of links in G. 

s The source vehicle of multicast session. 

T T = {t 1 ,t 2 ,t 3 , …t z } represents the set of destination vehicles. 

f ij The size of data (in bits) that must be sent from node i to node j. 

e ij The required energy to send one bit from node i to node j. 

B ij The total bandwidth of the link between node i and j. 

b ij The remaining bandwidth on the link between node i and j. 

M The size of data that must be sent to every one of the destination vehicles. 

θ The deadline to send the data to every one of the destination vehicles. 

N(i) The set of neighbor nodes of node i. 

d i Total message delay in path to node i. It is represent the transmission delay. 

g ij The propagation delay from node i to j. 

q i The queuing delay in node i. 

S The set of active multicast sessions. 

L It is a large number. 

Fig. 3. The partitioning of geographical area into smaller areas. 
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i  
cles, BSs, and RSUs that are controlled by one local controller. This

partitioning can be helpful in decreasing the time complexity of

computing the optimal multicast path and meeting the deadline. 

To perform the multicast process, we model the network in

the form of a weighted indirect graph G = (V, L) where V is a set

of nodes that represent the local controllers, RSUs, BSs, OpenFlow

switches and vehicles and L is the set of links. There are other no-

tations in Table 1 . 

In this paper, the goal of EEMSFV is to send data of size M from

the source vehicle to the destination vehicles with minimum cost

of energy taking deadline and bandwidth constraints into account.

The problem is Mixed Integer Programming (MIP) and can be de-

fined as follows: 

Objective: 

min 

∑ 

i ∈ V 

∑ 

j∈ V 
e i j f i j , (1)

Subject to 

∑ 

j∈ N ( i ) 
f i j = M, i = s (2)

∑ 

j∈ N ( i ) 
f ji = M, ∀ i ∈ T (3)

λij + λji ≤ 1 , ∀ i , j ∈ V (4)

f ij ≤ λij b ij , ∀ i, j ∈ V , (5)

∑ 

j∈ N ( i ) 
f ji ≥ f ik , ∀ i, k ∈ V, (6)
 j ≥
(
d i + g ij + q i + 

(
f ij / b ij 

))
−

((
1 − λij 

)
∗ L 

)
, ∀ j ∈ V , i ∈ N ( j ) , (7)

 i = 0 , ∀ i ∈ { s ∪ T } (8)

 i = 0 , i = s (9)

 i ≤ θ, ∀ i ∈ T , (10)

 ij ≥ 0 , ∀ i , j ∈ V , (11)

ij ∈ { 0 , 1 } , ∀ i , j ∈ V (12)

The objective function (1) is to minimize the energy consump-

ion of multicasting data of size M from the source to the destina-

ions. 

There are many constraints that must be taken into account in

he selection of optimal multicast path. These constraints are as

ollows: 

• First Constraint (2) : the amount of data that must be sent by

the source vehicle is equal to M. 

• Second Constraint (3) : the amount of data that must be deliv-

ered by every one of the destination vehicles is equal to M. 

• Third Constraint (4) : when the flow is sent from node i to node

j, the flow must not enter from node j to node i. This constraint

is used to avoid the loop. 

• Fourth Constraint (5) : the data flow that is sent from node i to

node j must be less than or equal to the remaining bandwidth

of the link from node i to node j. 

• Fifth Constraint (6) : since the intermediate nodes are not the

message destinations. Therefore, they must transfer it to the

neighboring nodes after receiving it. However, the maximum

volume of data sent from an intermediate node to each one of

the neighboring nodes is less than or equal to the volume of

data received by it. 

• Sixth Constraint (7) : since the message can be divided into dif-

ferent packets and each packet arrives from a different path

from the sender node to node i, the delay for the entire mes-

sage to reach node i is equal to the maximum delay of packets

in the paths leading to node i through which data has been sent

to i. Also, this delay includes the propagation delay and queuing

delay. The queuing delay of node i (q i ) represents the average

queuing delay of data in node i. Each fixed node computes its

average queuing delay periodically (every 4 s). Then, it sends

q value to the local controller, which updates its information
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Fig. 4. (a) The network of example 1, (b) The optimal multicast path. 

Fig. 5. (a) The network of example 2, (b) The optimal multicast path. 
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and forwards the value to the SDN controller. In this constraint,

(1- λij ) 
∗L is used to explain that the deadline constraint can be

computed for the nodes i and j when the flow is from node i

to j. Otherwise, (1- λij ) = 1, so d j ≥ d i + g ij + q i + (f ij /b ij ) will be

ineffective. 

• Seventh Constraint (8) : there is no queuing delay in the source

and destination vehicles. 

• Eighth Constraint (9) : since the message is found in the source

node from the beginning, the delay to reach the message to this

node is always equal to zero. 

• Ninth Constraint (10) : the delay of the message should not ex-

ceed the deadline. 

• Tenth Constraint (11) : The data flow from any node to any other

one can never be negative since if the data is not sent between

two nodes, its volume is equal to zero; otherwise it is greater

than zero. 

• Last Constraint (12) : according to this constraint, the variable

λij will take the value 1 if the data is sent from node i to j.

Otherwise, its value will be 0. 

The CPLEX software is used to perform the above mathematical

odel. The following examples explain the work of this model: 

Example 1: Fig. 4 (a) represents a network with four fixed nodes

nd six vehicles. Each link contains information about the remain-

ng bandwidth, required energy to send a bit and propagation de-

ay, respectively. For example, 85, 1, 0.1 represent the remaining

andwidth, required energy to send a bit and propagation delay

f the link between node 1 and node 2. The numbers that are as-

ociated with the nodes represent the queuing delay values. The

ource node (node 1) wants to send 80 bit sized data to five des-

inations (node 5, 6, 7, 9 and 10). The deadline is 6 s. The optimal

olution for this example is 960 joules and the optimal multicast

ath is shown in Fig. 4 (b). 

Example 2: Fig. 5 (a) represents a network with 11 fixed nodes

nd five vehicles. The source node (node 1) wants to send 100 bit

ized data to four destinations (node 6, 12, 14 and 16). The dead-

ine is 8 s. 
The optimal solution for this example is 1200 joules and the

ptimal multicast path is shown in Fig. 5 (b). 

. The proposed multicast routing protocol 

The multicasting transmission is a process of sending data in

ome situations from the source to the set of target nodes in differ-

nt locations. This process requires a special routing protocol called

ulticast routing protocol, which contribute to the computation of

he optimal multicast route based on several parameters such as

ransmission delay, energy, bandwidth, jitter, packet loss, overhead,

tc. An efficient multicast routing protocol is able to find the op-

imal multicast route with minimum resource consumption. Many

ulticast routing protocols have been proposed in the traditional

ired or wireless networks. On the other hand, SDN can facilitate

he routing process and guarantees the QoS factors by selecting

he optimal path with minimum resources. Also, the fog comput-

ng can support the vehicular networks and continuous mobility of

ehicles. 

In this paper, considering the problems of existing multicast

outing protocols (e.g. increased overhead, delay in building pro-

ess of multicast tree, packet loss, bandwidth consumption, and

nergy consumption) explained in the Related Works section, a

ew multicast routing protocol based on SDN and fog comput-

ng called EEMSFV has been proposed, which sends data from the

ource vehicle to destination vehicles with minimum energy cost

y taking into account bandwidth and deadline constraints. Also,

his protocol uses an application-based classification and priority-

ased scheduling algorithms to minimize the costs and achieve the

uality of service requirements. EEMSFV depends on the mathe-

atical model that is shown in Section 3 in selecting an optimal

ulticast path. In this paper, we use the word session as a refer-

nce to the operation of sending some data from one vehicle to

 set of vehicles. Moreover, the coverage area of each local con-

roller can be determined based on its transmission range. For ex-

mple, if the local controller can send data to N fixed nodes, then
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Fig. 6. The flowchart of the suggested strategy to build a multicast tree. 
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all of these nodes can be found in the coverage area of that local

controller. In the case of overlapping, when there is a fixed node

within the transmission range of two local controllers, the fixed

node will connect to the closest one (i.e. the local controller that

responds with minimum delay) and ignores the other. Moreover, it

is assumed that all vehicles connecting to N fixed nodes are in the

coverage area of that local controller also since the N fixed nodes

send information of these vehicles to the local controller periodi-

cally. Therefore, it contains completed information about the vehi-

cles. 

When one vehicle (source) wants to send some data to a set of

destinations in multicast mode, first it send a request to the near-

est fixed node (RSU or BS). The nearest fixed node is called source

fixed node. This request has IP addresses of source and destina-

tions, application type, data size and deadline constraint. The near-

est fixed node will forward this request to the local controller after

adding its IP address. At this point, if all destination vehicles are

found in the coverage area of this controller, it will build the mul-

ticast tree by using EEMSFV. Then it sends flow tables to all fixed

nodes that belong to the built multicast tree. After that it will store

the information of this request and multicast tree in a table called

session table . This table has seven columns that are: session no.,

source IP address, destinations IP addresses, application type, data

size, deadline constraint and multicast tree binary representation.

Then it will send this table to the SDN controller. 

If all destination vehicles are not found in the coverage area

of the local controller, it will forward the multicast request to the

SDN controller. At this point, the SDN controller determines the

geographical area that the multicast request came from. Then it

checks whether all destination vehicles are found in the same ge-

ographical area or not. If so, it applies EEMSFV only on the infor-

mation that is stored in the special table of that geographical area

to select the optimal multicast path quickly. Otherwise, it will exe-

cute EEMSFV on the information that is stored in the general table

of the entire geographical area to select the optimal multicast path.

Then it stores the information about the request and the multicast

tree in its own session table. Finally, the SDN controller sends the

flow tables to all intermediate nodes that belong to the built mul-

ticast tree. 

The suggested strategy to build the multicast tree is explained

in Fig. 6 . However, first we must explain some definitions as fol-

lows: 

• The Closest Fixed Node F t 
(i ) 

: It is the fixed node with minimum

delay with the i th vehicle at the time t and can be explained

by F t 
(i ) 

. According to (13) , the closest fixed node j to vehicle i at

time t can be determined by sending beacon packets periodi-

cally. The fixed node that responds to these packets with mini-

mum delay is considered as a closest one. The response time to

these packets by the fixed nodes depends on the distance and

traffic load of those nodes. 

F t (i ) = arg min 

j∈ N 
d t i, j (13)

where N is the set of fixed nodes and d t 
i, j 

is the delay between the

i th vehicle and the j th fixed node at time t . 

• Local Controller C i: Each group of fixed nodes (N i ) connect to

one local controller which is denoted by C i where i ∈ {1,2, …,Q}

and Q is the number of local controllers. 

In Fig. 6 , T represents the set of destination vehicles, θ is the

deadline constraint, M is the data size and � is the output of

EEMSFV that represents the multicast tree. 

Generally, there are different multicast session requests that

reach the controller (local controller or SDN controller), which

must serve these requests based on their priority. First the con-

troller classifies the requests based on application type and each
roup of the same type of application is queued in a specific

ueue. In this paper, we assume that there are four application

ypes which represent the vehicle types that are firefighting, am-

ulance, police and normal vehicles. Thus, each controller has four

ueues as shown in Fig. 7 . Then the requests inside each queue are

cheduled based on priority. The priority of each one can be deter-

ined depending on the deadline constraint where the requests

ith low deadline constraint take a high priority. 

After the computation of priorities, the controller selects one

equest at a time based on priority from the heads of these queues

nd builds the multicast tree for it. This priority can be determined

ased on the following two parameters: 

• Application Type: Different application types have different

priorities. In this paper, we assign some value for each appli-

cation type to denote its priority. The values 1–4 represent the

priorities for firefighting, ambulance, police and normal appli-

cations, respectively. 

• Deadline Constraint: Normally the multicast request with the

minimum deadline constraint has a higher priority. 

After that the fitness value of each request is computed and the

equest with the lowest one will take on a higher priority and will

e selected by the controller. The fitness value can be computed as

ollows: 

itnes s i = A i + θi (14)

here Fitness i represents the fitness value of request i . A i and θ i 

epresent the normalized values of the application type and dead-

ine constraint of request i, respectively. 

 i > P j iffitnes s i < fitnes s j (15)

here P i and P j represent the priorities of requests i and j, respec-

ively. 

After computation of priorities, the controller builds a multicast

ree with minimum energy taking into account the bandwidth and

eadline constraints by using EEMSFV. Then it will send flow tables

o the OpenFlow switches, local controllers, RSUs and BSs that are

ound in this multicast tree. When the source fixed node receives

he flow table, it will send a response to the source vehicle to start

ata transmission. 
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Fig. 7. The classification and scheduling model of multicast requests. 
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Due to the mobility of vehicles at different speeds, the topol-

gy of a vehicular network changes frequently, which increases the

etwork overhead. However, this overhead can be reduced by suit-

ble infrastructures and technologies. Therefore, we exploited the

lustering principle that could reduce the number of exchanging

ontrol packets as well as the fog computing framework that could

upport the mobility and increase location awareness in the ve-

icular networks. In addition, a suitable handover algorithm has

een proposed in this paper. According to this algorithm, each

xed node uses a table to save vehicle information found in its do-

ain and sets a timeout for each of these vehicles. If the timeout

s ended and no notification is received from this vehicle, then the

xed node sends a notification to the closest local controller. This

ehicle enters the domain of another fixed node, which updates

ts table and sends a notification to the closest local controller. The

ocal controller(s) then updates its information and sends a notifi-

ation to the SDN controller, which also updates its information. In

ome situations, source or destinations of an active multicast ses-

ion can be moved from the coverage area of one fixed node and

nter into the coverage area of another one. At this point, the vehi-

le will connect with the new fixed node. The previous fixed node

tores the next arrived data and sends notification to the closest

ocal controller and waits for an updated flow table to arrive. Also,

he new fixed node sends notification to the closest local controller

o inform it about the newly arrived vehicle. The local controller(s)

ends this information to the SDN controller and both controllers

pdate their information. If the new and previous fixed nodes are

ound in the coverage area of the same local controller, it will cor-

ect the broken links and send notification to the SDN controller.

therwise, the SDN controller corrects the links based on the net-

ork topology with respect to the minimum energy. Then, it will

end the updated flow tables. 

In summary, in case of vehicle mobility there are many cases

an occur as follows: 

• If the source vehicle or destination vehicle(s) move inside the

coverage area of the local controller, the local controller will

correct the broken links. 

• If the source vehicle or destination vehicle(s) exit the cover-

age area of one local controller and move into another one, the

links will be corrected by the SDN controller or a new multicast

tree will be built by the SDN controller in some situations. 

• If the source vehicle exits the entire network, the multicast ses-

sion will be cancelled by the SDN controller. 

• If the destination vehicle exits the entire network, then the SDN

controller will delete this destination from the multicast ses-

sion. 

When there is a vehicle that wants to leave or join an active

ulticast session, it must send leave_request or join_request, re-

pectively to the closest fixed node which forwards this request

o the local controller. This request has the IP addresses of the

equesting vehicle, the fixed node and the source vehicle. At this
ime, if the local controller has information about this session, it

ill update the routes and sends notifications to the SDN con-

roller. Otherwise, it will forward this request to the SDN controller

hich searches in its session table for the IP address of the source

ehicle and then modifies the multicast tree. Finally, if needed it

ill send updated flow tables to intermediate OpenFlow switches,

ocal controllers, RSUs and BSs. 

At the end of a session, the source fixed node sends fin-

sh_request which contains the IP address of the source vehicle to

he SDN controller, which finds it in the session table and removes

t. In addition, session links will be released to be used in other

essions. 

. Remaining bandwidth computation 

In order to increase the accuracy of the proposed multicast

outing protocol in selecting the optimal and correct path for each

ulticast request, the remaining bandwidth b ij of each link be-

ween node i and node j in the network must be updated after

ach execution of EEMSFV, finishing some session or any change

n active sessions. The computation of the remaining bandwidth is

s follows: 

 i, j = B i, j −
∑ 

k ∈ S 
f k i, j , ∀ i, j ∈ V, (16)

The proposed protocol must be run for the next multicast re-

uest to select the optimal multicast path. However, in some situ-

tions such as network traffic, there is no multicast path from the

ource to all destinations that can meet all the constraints. There-

ore, the remaining bandwidth must be computed by using the fol-

owing formal: 

 i, j = B i, j −
∑ 

k ∈ S| p( k ) ≥ρ

f k i, j , ∀ i, j ∈ V, (17)

here ρ is the priority of the multicast request for which we want

o compute the optimal multicast path. This formal temporarily

borts the active multicast sessions that have lower priorities than

he priority of the current multicast request. Then the proposed

ulticast routing protocol will run again with the new values of

he remaining bandwidth. This formal can help meet the deadline

f important and critical multicast requests such as ambulances,

refighting and police. 

. Simulation and results 

In this paper, the OMNeT ++ version 4.6 simulator, sumo ver-

ion 0.19.0 and veins version 4.6 settings on the operating system

indows-7 (ultimate-x86) were used to create the simulation en-

ironment. To evaluate the efficiency of the proposed work, in this

imulation a realistic vehicular model with the real places located

n Baghdad - Iraq as shown in Fig. 8 was used. The other general

arameters of the suggested simulation environment are shown in

able 2 . 
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Fig. 8. Map of Baghdad city, used for simulation environment. 

Table 2 

The general parameters of simulation environment. 

Parameter Value 

SDN controller POX 

Number of base stations 45 

Number of road side units 75 

Number of OpenFlow switches 20 

Connection interfaces in each vehicle WiFi 802.11p and LTE 

Number of zones 15 

Number of local controllers 15 

Multicast routing protocols MABC, CVLMS and EEMSFV 

Simulation iterations 10 times 

Simulation time 10 min 

Table 3 

The parameters of scenario 1. 

Parameter Value 

Number of vehicles 50 0, 10 0 0, 150 0 and 20 0 0 

Number of multicast sessions 15 

Number of destinations in each multicast session 7 

Maximum vehicle speed 20 m/s 

Multicast routing protocols MABC, CVLMS and EEMSFV 
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To prove the efficiency of the proposed protocol, we compared

it with the CVLMS [6] and MABC [18] multicast routing proto-

cols. CVLMS was proposed to enhance the multicasting process of

data in vehicular networks depending on collaboration of the fixed

nodes to determine the locations of multicast destinations. It uses

I2I and V2I connection methods, but has a traditional architecture.

Hence, we aim to show how SDN based architecture can improve

the performance. The main goal of MABC is to minimize the en-

ergy consumption and delay of multicasting in vehicular networks

by using a micro artificial bee colony algorithm. For more details

about these multicast routing protocols, see the related works sec-

tion. Several scenarios are used in this study as follows: 

Scenario 1: 

In this scenario, the effect of network density on the perfor-

mance of MABC, CVLMS and EEMSFV is investigated in terms of

successfully transmitted ratio (i.e. the rate of multicast messages

that reach to destinations within the deadline), average end to end

delay (average E2E delay), normalized overhead load and packet

loss ratio. The parameters of this scenario are shown in Table 3 . 

Fig. 9 shows the performance metrics of MABC, CVLMS and

EEMSFV with different network densities. Fig. 9 (a) shows the av-

erage E2E delay of MABC, CVLMS and EEMSFV. EEMSFV is better

than others for many reasons. First, the SDN controller computes

the multicast path and gives the flow tables to the intermediate

nodes. Therefore, these nodes do not need to check their routing

tables to find the optimal path and depend on that found in the

flow tables. Second, the local controller may compute the optimal
ulticast paths for some requests that can decrease the response

ime. Third, in some situations when one vehicle moves from one

rea to another, the broken links can be corrected by the local con-

roller quickly. Fig. 9 (b) shows that EEMSFV is better than MABC

nd CVLMS in term of packet loss ratio. This is because in the pro-

osed protocol if one link is broken, the nearest fixed node will

tore the next incoming data packets and waits to receive an up-

ated flow table from the controller. This decreases the packet loss

atio. Fig. 9 (c) explains that EEMSFV is better than the others in

erm of successfully transmitted ratio because it takes into account

he deadline in computing the path to all destinations. Fig. 9 (d) il-

ustrates that the normalized overhead load of EEMSFV is lower

han MABC and CVLMS since in EEMSFV the vehicles send the con-

rol packets only to the RSUs and BSs and do not send them to

ach other. Also, RSUs and BSs do not send the control packets

o each other and only send them to the controllers. Therefore,

he total number of control packets will be significantly reduced.

ig. 9 (e) describes multicast energy consumption in CVLMS, MABC

nd EEMSFV with different numbers of vehicles. The results indi-

ate that EEMSFV is better than CVLMS and MABC since it com-

utes the optimal multicast path with minimum energy consump-

ion. In addition the energy consumption of the route discovery

nd route maintenance processes is low because the number of

xed nodes that participate in these processes is less than that in

ther multicast routing protocols. 

Scenario 2: 

In this scenario, the effect of vehicle speed on the perfor-

ance of MABC, CVLMS and EEMSFV is investigated in terms of

uccessfully transmitted ratio, average E2E delay, multicast energy

onsumption (only the energy required for route discovery, route

aintenance, and data), packet loss ratio and normalized overhead

oad. The parameters of this scenario are in Table 4 . 

Fig. 10 shows the performance metrics of MABC, CVLMS and

EMSFV with different mobilities. Fig. 10 (a) shows average E2E de-

ay of MABC, CVLMS and EEMSFV. By increasing the speed of vehi-

les, the number of broken links will increase. Therefore, the pro-

ess of discovering process new paths will increase the delay. How-

ver, EEMSFV is better than MABC and CVLMS because it can cor-

ect most of the broken links locally by the local controller without

 high delay. Fig. 10 (b) shows that the results of EEMSFV in term

f packet loss ratio are better than those of MABC and CVLMS. In

he proposed work, I2V and I2I connections which increase the

tability of links significantly and decrease the link failure which

esult in a reduction the packet loss ratio were used. Fig. 10 (c)

xplains that EEMSFV is better than the other two routing proto-

ols in term of successfully transmitted ratio. Vehicle speed affects

he percentage of messages that reach the destinations within the

eadline due to the high link failure and high delay of the redis-

overy process of paths. However, EEMSFV provides good results

ecause it takes deadline into account both in the route discov-

ry process and the route maintenance process. Fig. 10 (d) illus-

rates that the normalized overhead load of EEMSFV is lower than

hat of MABC and CVLMS. High vehicle speed means high broken

inks that results in high transmission of control packets. However,

he control packets are less than those of other routing protocols

ue to the high link stability of the proposed work. This results in

mproved performance metrics. Fig. 10 (e) describes multicast en-

rgy consumption in CVLMS and EEMSFV. The results indicate that

EMSFV is better than CVLMS and MABC since it computes the op-

imal multicast path with minimum energy consumption. In ad-

ition the energy consumption of the route discovery and route

aintenance processes is low because the number of fixed nodes

hat participate in these processes is less than that in CVLMS and

ABC. 

Scenario 3: 
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Fig. 9. (a–e): The performance metrics of MABC, CVLMS and EEMSFV with different network densities. 

Table 4 

The parameters of scenario 2. 

Parameter Value 

Number of vehicles 10 0 0 

Number of multicast sessions 15 

Number of destinations in each multicast session 10 

Maximum vehicle speed (5, 10, 15, 20, 25 and 30) m/s 

Multicast routing protocols MABC, CVLMS and EEMSFV 
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Fig. 10. (a–e): The performance metrics of MABC, CVLMS and EEMSFV with different mobilities. 
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In this scenario, the effect of increasing the number of multi-

cast sessions on the performance of MABC, CVLMS and EEMSFV is

investigated in terms of successfully transmitted ratio, average E2E

delay, multicast energy consumption, packet loss ratio and normal-

ized overhead load. The parameters of this scenario are shown in
Table 5 . l  

i  
Fig. 11 shows performance metrics of MABC, CVLMS and

EMSFV with different numbers of multicast sessions. Fig. 11 (a)

hows average E2E delay of MABC, CVLMS and EEMSFV. With in-

reasing the number of multicast sessions, the data traffic will in-

rease. So the delay will increase because the capacity of some

inks in the shorter path may be full as a result of which the rout-

ng protocol must select another long path. However, EEMSFV is
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Fig. 11. (a–e): The performance metrics of MABC, CVLMS and EEMSFV with different numbers of multicast sessions. 

Table 5 

The parameters of scenario 3. 

Parameter Value 

Number of vehicles 10 0 0 

Number of multicast sessions 5, 10, 15, 20 and 25 

Number of destinations in each multicast session 5 

Maximum vehicle speeds 15 m/s 

Multicast routing protocols MABC, CVLMS and EEMSFV 

b  

t  

l  

E  

c  

m  

e  

n  
etter than MABC and CVLMS due to the efficiency of SDN con-

roller that helps decrease delay and the local correction of failed

inks. Fig. 11 (b) shows the packet loss ratio of MABC, CVLMS and

EMSFV. Increasing the number of multicast sessions means in-

reasing the number of destinations also. This affects the perfor-

ance of many multicast routing protocols, and thus reduces the

fficiency of delivering data to the destinations. EEMSFV is not sig-

ificantly affected because it uses distributed processing. There-
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Table 6 

The parameters of scenario 4. 

Parameter Value 

Number of vehicles 1500 

All Number of multicast sessions 60 

Number of destinations in each multicast session 5 

Number of ambulance multicast sessions 15 

Number of firefighting multicast sessions 15 

Number of police multicast sessions 15 

Number of normal multicast sessions 15 

Maximum vehicle speeds 20 m/s 

Multicast routing protocols MABC, CVLMS and EEMSFV 

Fig. 12. The percentage of multicast sessions that did not exceed the deadline. 
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fore, route discovery of many multicast requests may be done in

local controllers. Fig. 11 (c) illustrates successfully transmitted ratio

of MABC, CVLMS and EEMSFV. An analysis of the results indicates

that EEMSFV is the best in this metric because it takes into ac-

count deadlines in computing optimal multicast paths for all mul-

ticast requests no matter how many there are. Fig. 11 (d) illustrates

the normalized overhead load of MABC, CVLMS and EEMSFV. In-

creasing the number of multicast sessions increases the requests

to compute optimal multicast paths and the requests that are used

in the route maintenance process in link failure situations. All of

these can increase the number of control packets. EEMSFV presents

good results as compared with other multicast routing protocols

because the number of nodes that participate in the route discov-

ery and route maintenance processes is small. Also, the local com-

putation of optimal multicast paths will decrease the number of

control packets. Fig. 11 (e) shows that EEMSFV is better than CVLMS

and MABC in term of multicast energy consumption because it al-

ways computes the optimal multicast paths with minimum energy

from the source to all destinations. Also, the proposed work re-

duces the number of fixed nodes that participate in the route dis-

covery and route maintenance processes. Therefore, total multicast

energy consumption will be decreased to the lowest possible level.

Scenario 4: 

In this scenario, we want to study the performance of three

multicast routing protocols MABC, CVLMS and EEMSFV in term of

meeting the deadline of different multicast sessions (i.e. ambu-

lance, firefighting, police and normal multicast sessions). The pa-

rameters of this scenario are shown in Table 6 . 

Fig. 12 explains that EEMSFV is better than MABC and CVLMS

in the percentage of multicast sessions that meet the deadline. This

is because EEMSFV classifies multicast requests based on their ap-

plication type and gives high priorities to critical requests. It also

aborts some low priority multicast sessions if there is not enough

bandwidth to allow critical multicast sessions to be active. 
However, the limitations of our proposed work are as follows 

• When a vehicle wants to join an active multicast session, there

is not any verification case. Therefore, the security issues need

to be taken into account. In the future, we will focus on this

subject. 

• In vehicular networks, high mobility speed of vehicles raises

the possibility of broken links, which leads to high network

overhead and exceeds the deadlines of many of multicast ses-

sions. Like the previous studies, the proposed multicast routing

protocol has this drawback, but it is not as significant since the

proposed architecture draws on the clustering principle and fog

computing, which reduce the network overhead as less as pos-

sible. Moreover, the proposed multicast routing protocol takes

the deadline into account when computing the multicast tree. 

Moreover, the proposed system can be applied to any city de-

ending on its existing infrastructures (BSs and RSUs) by adding a

umber of OpenFlow switches and local controllers and one SDN

ontroller. Therefore, this cost of applying the proposed system is

ot significant. 

. Conclusions 

A new multicast routing protocol is presented in this paper for

ehicular networks based on SDN and fog computing to minimize

nergy consumption. This protocol takes into account bandwidth

nd deadline constraints. The proposed architecture contains four

ayers that are vehicles, fog computing, OpenFlow switches and

entral SDN controller. Moreover, classification and scheduling al-

orithms are presented. The former is used to classify incoming

ulticast requests based on the application type while the latter is

sed to schedule multicast requests based on priority. These algo-

ithms are applied in local controllers and SDN controller and help

n meeting the deadline constraint of critical multicast requests.

lso, the partitioning approach is used to decrease overhead and

ime complexity of running the proposed multicast routing proto-

ol. From the results of different simulation scenarios, we found

hat the proposed multicast routing protocol is better that MABC

nd CVLMS in terms of successfully transmitted ratio, average E2E

elay, normalized overhead load, packet loss ratio and percentage

f multicast sessions that meet their deadlines. In addition, the

roposed protocol yields better results in term of multicast energy

onsumption as compared with CVLMS. 
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